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PARAMETER OPTIMIZATION USING COEFFICIENT
OF VARIATION OF INTERVALS
FOR ONE-SEED SOWING APPARATUS
WITH HORIZONTAL DISK DURING MAIZE SEEDING
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Summary. The paper deals with the development of a mostelolishing the correlation between
intervals variation coefficient between maize sedaling dotted sowing and three factors — height
and diameter of seed duct as well as velocity ofhime movement. An influence of each factor
separately with the fixed values of the otherstieen determined with the help of this model and
the optimization has been effected. The given riatean be used while developing new sowing
machines.
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Seeds distribution uniformity along the lines canedvaluated by the coefficients of
intervals variation and is a major characteristiatthas a substantial influence on crop
capacity, labor expenditure on removing of ,extp#éints and excessive consumption of
sowing material [Basin 1987].

Sowing apparatus (SKNK-8 type) of seeding-machirih Wworizontal disks was
used as a batcher; it was placed on a special fedomee the belt of base designed stand.
Three factors were varied;(D) — diameter of seed duaiy(h) — height of seed duct,
x3(Vo) — rotary velocity of a seeding disk rotation. teasx;(D) andx,(h) were real by
positioning of round metal tubes. Factar(v,) was real by changing of transmission
relationship of drive mechanism (change sprockets)

Factors levels were varied according to central musitional rotatory uniform-
planning of the second order for the three fadidedimov and Chernova 1965].

The moving speed of the stand belt was constant espehl to 2.0 m/s. Calculated
interval between seeds was 200 mm wigh= 0.275 m/s. ,Dneprovskaya-247" brand
seeds of a third fraction were sowed using SKBBLS8eding disk with a 1.0 mm spac-
ing gasket. Factors variation intervals were chasmording to technological efficiency
condition of a batcher. The intervals are giveiiatle 1.
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A coefficient of intervals between seeds in londihal direction variatiorY was
used as a criterion function. It is presented @#nol units:
o
Y=—, 1)
V.
where:
o, vV, — are standard and initial moment of intervalsrespondingly.

Table 1.Variation of intervals for factoxg(D), x,(h) andxz(vg)
for a batcher of SKNK-8 seeding-machine

o Factors
Characteristics

x1(D), mm | xp(h), mm | x3(Vo), m/s
Initial level,x; = 0 60.0 350.0 0.275
Variation interval [ 23.8 59.5 0.134
Upper levelx; = 1 83.8 409.5 0.409
Lower level,x; = -1 36.2 290.5 0.141
Upper sprocket poing; = 1.682 100.0 450.0 0.5
Lower sprocket pointy; = -1.682 20.0 250.0 0.05

During statistical data processing intervals ofuesl were divided into different
categories [Melnikov 1972]; the data were processdtis way: 1x — real value of the
interval. 2. m — real number of intervals in partér category interval..3xm 4. £xm

53Im 6.v,=Yxm/Ym 7.% 8.%m 9.Zx;m 10.v, =Y x’m/ Y m (second initial
moment) 11.v? 12. u,=D=v,-v} (dispersion — second central moment)
13.0=/u, = JD 14.Y =u= olv,. Sheppard's correction was used to minimize the

influence of intervals grouping into categoriesamerror in selective dispersio S?)
determination [Astanin 1986]:

S =5"-h*/12 2
where:
& — intervals dispersion without taking into accoimfiuence of category interval;
h — length of category interval.

Experimental data were processed using universalbgpted method which is rec-
ommended for rotatory planning. The following aridewere determined: Kohren's G
(which characterizes the uniformity of dispersigri8judent’s (which indicates the re-
gression coefficients for regression magnitude) Ristier's (which indicates the model
adequacy). As a result, an adequate model was fasitite secondary order regression:

Y =b, +b,x, +b,x, X, +b, X ©)
where:
by = 0.7061}3 = -0.0685}35 = 0.1027h,3 = 0.0462.
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The separate influence of every factor on the nespdunction is determined when

another factor value is equal £ 1.682 and 0.
Then equation (3) becomes:
whenx; = -1,682:

Y,1=0.7061 + 0.0685 - 1.682 + 0.1027 - 2.829 — ®046682, = 1.1118 — 0.07%%;
whenx; = 0;

Y2_2 = 07061,
whenx; = 1.682;

Y,3=0.7061 — 0.1152 + 0.2905 + 0.0%7% 0.8814 + 0.077%%;
whenx, = -1.682;

Y51 =0.7061 — 0.0685 + 0.102%;” - 0.0462 - 1.682 = 0.7061-0.1462 + 0.102%3’;
whenx, = 0;

Ys2=0.7061 — 0.0685 + 0.102%:%
whenx, = 1.682;

Y33= 0.7061-0.0685+0.102%;°+0.0462-1.682 = 0.7061+0.0092+ 0.102%;°  (4)

Values of functionsy, —Y3 3 from (3) are calculated by points=+ 1.682+ 1; 0;
data of the calculations are given in Table 2.

Table 2. Calculation sequence for functions ¥ Y33

X, x? 0.077%; Yo1= Yas= 0.1462%3
=11118-(3) 08814+ (3)

1 2 3 z 5 6 7
-1.682 2.829 0.1307 | 1.2425 0.7507 -0.2459
1 1 00777 | 1.1895 0.8027 -0.1463
0 0 0 1.1118 :2(')2.7261 0.8814 0
1 1 0.0777 1.0341 0.9591 0.1462
1.682 2.829 0.1307 0.9811 1.0121 0.2459

Y31= Y32= Ya33=
0.102%# | =0.7061— | 0.0685; | =0.7061— | 0.009Z; | =0.7061 +
-(M+(8) - (10) + (8) +(12) + (8)

8 9 10 11 12 13
0.2905 1.2425 01152 | 1.1118 -0.0155 0.9811
0.1027 0.955 -0.0685 | 0.8773 -0.0092 0.7996
0 0.7061 0 0.7061 0 0.7061
0.1027 0.6626 0.0685 0.7403 0.0092 0.818
0.2905 0.7507 0.1152 0.8814 0.0155 1.0121
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The plots were constructed according to Table ta.dBhe plots are presented in
Fig. 1. It is evident from the plots that the resgp® (coefficient of intervals variation)
depends on facton(h) linearly: whenxz(vg) = O the response is constamt € 0.7061,;
curve Y,,), when %= -1.682 the response decreases wfith) increasing, and whex
= 1.682 the response increases on the contrarygsis ; andY, ). The response de-
pends onxs(Vg) factor curvilinearly when the minimal value(vp) = 0..1 (curves
Y3.1_Y3.3)-
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Fig. 1. Plot ofY, 1-Y, sdependence (coefficient of intervals variation)

PARAMETER OPTIMIZATION FOR SOWING APPARATUS

The minimal value of the functioy’ = 0.59 of matrix of experiment planning

with X; = X3 = 0; X, = 1.682. Parameter optimization by independentisées quantiza-
tion of matrix is given in Table 3, from which & evident that it is not possible to lower
the response (lines 3 and 5); therefore the valtidee factors from line 1 in Table 3 are
taken as coordinates of a particular point of fasfiace:

Ys = 0.7061; X1 = X3s = 0; Xog = 1.682 (5)
Table 3. Response functiop;yminimal value determination
Ne bo X1 X2 X3 X33 X23 ~
0.7061 0 0 -0.0685 0.1027 0.0462 y
1 Xi 0 1.682 0 0.7061
2 X 0 -1.682 1.682 2.829 -2.829
3 bix 0.7061 0 0 -0.1152 0.2905 -0.1307 0.7507
4 Xi 0 1.682 -1.682 2.829 -2.829
5 bix 0.7061 0 0 0.1152 0.2905 -0.1307 0.9811
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Two-dimensional cross section surface of respomsalinost stationary” area with
factorsx,, x3 is implemented by the model:

characteristic equation becomes [Nalimov and Chexi®65]:
0-B 05b,,

=B’ -0.252 =0; 6
050, 0-B = ©)

f(B):‘

From this:
B,, =+05b,,; B,, =0.5b,, =0.5-0.0462=0.5-0.231=0.1075 B, =-0.0231 (7

Angle of coordinate axes rotation:

b

goa =P - 00462 __
b, —b

,—b, 0-01027 ®)
2a =arctd —045) =-2423; a=-1211%
In a canonicaform it appears as:

Y -0.7061=0.0231X —0.0231x ? (9)
Therefore:
Y 2.
X, =:|————-30567+ X ; (10)
0.0231

Coordinates of a new cent8rare (1.682; 0); signs of coefficierBs,, Bss are dif-
ferent B,, = 0.0231;Bs;3 = -0.0231), so curves of equal exit are hyperdycdand a re-
sponse surface is a hyperbolic paraboloid. Hyperbaobrdinates are found using (10),
having exity = 0.7; 0.725; 0.75; 0.775. The calculation sege is presented in Table 4.

Table 4. Calculation sequence for coordinates ofesiof equal exit in ,almost stationary” area
of response functiot Y, = f(x,,x,)

+X; X7 -30.567 + Y=07 X, Y=0.725
X2
1 2 3 4 5 6
20 | 4 -26.567 1.93
15 | 2.25 -28.317 1.41
1 1 29567 | g=—Y -303 | 086| s=_—Y —-3139
0,231 0,231
05 | 0.25 -30.317 -
0 0 -30.567 -
X, Y=0.75 #, Y=0.775 %,
7 8 9 10 11
2.19 2.43 2.6
1.75 2.04 2.29
135 | S=—2 _=3246 [ 17 s=—Y -3355 199
0,231 0,231
1.04 1.46 18
1.01 1.38 1.73
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New center S with coordinatéé = 1.682; X; = 0 is designated in the old coordi-
nate systemx,ox, (Fig. 2), and the coordinate systepSX is turned by angler =
-12.12° (clockwise). From Figure 2 it is evidenttthesponseY increases with moving
alongX; axis in the decreasing direction.
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Fig. 2. Two-dimensional cross sections of ,almaatisnary” area of response function
y, = f(X,,%,) (variation coefficient) alon X, ,x, with x, =0
(curves of equal exit-hyperbolas are shown)

CONCLUSIONS

1. The regression coefficients were obtained as dtreBaxperimental data proc-
essing. The significant coefficients dig= 0.7061; b; = -0.0685; bz = 0.1027 and
b, = 0.0462. Therefore the mathematical model is (3):

yl = bO + b3x3 + b23X2X3 + b33X§

2. The separate factors on respopgevere researched with the values of another
factor equal tc+ 1.682 and 0 (function¥, —Ys 5 (4)); the plots of these functions are
shown in Figure 1, it is evident that the respotspends linearly on factag(h): when
x3(Vo) = 0 the response is constaxi {= 0.7061; curveYs,), whenx; = -1.682 the varia-
tion coefficient decreases whenm,(h) increases, and when = 1.682, it increases
(curvesY, ,, Y,3). The response depends curvilinearlyxg(w,) factor when the involving
minimal value rangess(Vg) = 0...1 (curvesrs 1—Ys3).

3. The minimal value of intervals variation coeffictemas determined using plan-

ning matrix: Y = 0.59 \?: 0.7061) wherx; =x3 = 0; X, = 1.682; since lowering the

min
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value by arguments quantization failed (Tablett3,values of the factors from line 1 in
Table 3 have been taken as coordinates of pantipoiat S of factor spaceYs = 0.7061;
X1s = X35 = 0; Xps = 1.682. Coefficient8,,, Bz of the canonical form were found by
solving characteristic equation (6); the coordinaf€able 4) of the linear equal exit
(hyperbolas) were found using (10); two-dimensioswaiface cross section of ,almost
stationary” area of response are shown in Figufeo®) which it is evident that response
y increases with moving alon axis in the decreasing direction.
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