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Summary. Description technology is considered as objectrpatec and structured identification. It

is offered consider the models such object as msodith variable structure. For the reason adapting
the models not specially organized experimentgpkrened in non-standard area of factor space, the
topological mapping factor-space of the image atofaspace of the original is entered. Information-
system models are introduced for description ofg@sses of the creation technological complex.
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INTRODUCTION

One of urgent questions is their optimum of enargytent and resource-intensive
at designing a various sorts of technological systdprocesses). The optimization on
power inputs, charge of resources etc., associwitbdparameters of criterion efficiency of
system functioning in a spectrum of possible simitachnological systems. That
circumstance results to certain sorts of comprosriigween efficiency and optimality, the
problem of which sanction is solved on design staaged has a rather specific nature.

DESCRIPTION OF TECHNOLOGY AS AN OBJECT OF PARAMETEAL AND
STRUCTURAL IDENTIFICATION

In above sense the process of technology and apgi@pechnical complex
development can be considered as a process offidatmon (structural and parametrical)
certain object (in particular, object of contral)space of situations.

It is obvious, that condition of objedf is determined by a condition of external
environment X . Then the object is represented as the convdrteof a condition of
environment in a condition of objec¥ = F(X), where F is an operator of connection
of input X and outputY describing specificity of its operations. Extergalironment is
understood as a finite or countable set of its atars: S = (Sl,,S) Concerning of
projection  problems, the perceived situation is tedled, that s
S(U)I (S_(U ),...,S (U )) where U is a control. The value of specified parameters

forms a situation space. The natural drift of dities caused by evolution of environment
results in displacement of points along some ttajgqsee fig. 1.).



39 ABOUT A PROBLEM OF PLANING OF EXPERIMENTS IN SPEQIF AREAS FACTOR SPACE AT
IDENTIFICATION OF ENERGY-SAVING TECHNOLOGIES PARABTERS

The criterion concepts are formulated as a vecr:= (Zl ,...,Z,:), where Z;
is a requirementi to a state S, with a help of function ¢, (S) Here:
Z =y, (S) (i =1...,k), the functions//, define connection of a stat&® and criterion

parameterZ, . The purposes-requirements have a various characte its form is unified
and corresponds to one of the kind:
1. Z =¢ (fixed values),

2. Zi* 21), (there is less some threshold value),

3. Z; — extr (accepts extreme value in sense maximum or minjmum

The majority of situation is reduced to such regnents, especially in scientific
and technical sphere.

Sz U=0 (S}

Fig. 1. The situation space

Point of area:

Y (9=§.(=1...9)
S = wi(8)zn;,(j=s+1..,s+p) :
Y, (s) - extr,(m=s+p+1..s+p+l)

(where: s+ p+| =Kk) is a state of environment. Accessibility of suetate of
environment depends on a type of relati@= S(U), and also from resourceR:

U R, which determine power, material, temporary armobpportunities.
Thus it is necessary to take into account possilbi# of a situation, which

assumes control such th&(U ,t) 0'S’ (see fig. 1.).
Hence, the controlU is necessary that: to achieve a defined vallie of

objective function, and to compensate drift alstject to parameters of environmeSt.
Parameters of environment are meant measurablenptess actually as environmen

and parameters of obje¥t, interacting with environment. TheiB = <X ,Y> .
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In most cases, connections of technological congdexith environment are rather
strong and are various. That results in necesdatlyeosolving of an object identification
problem, where for the given set of crite{ii*} and resourceR such variant of object,

which will appear as most effective on criteriocessibility, is defined.
Generally, structure of a technology, as an objiscynderstood a character of

relationshipF of stateY from its entrances — uncontrolled and controlledJ :
Y =F(X,U), (1)

where: F is defined by some algorithm, which specifies, howder information about
inputs: X andU , to define an outpul . In ratio (1) it is conditionally considered, that

the model: F consists of structure and parametdrs= <St,b>, where & is a structure

of model: F , b=(4,,....,) —its parameters.

The structural analysis of a model means: defimihgn object inputs and outputs,
expert ranking of object inputs and outputs, deawsiins of the model, and choice of
structural elements of model also.

The parametrical synthesis of a model is connewféld defining of a parameters

b=(4,....5,) of modelY = F(X,U ,b), where the chosen structufd is reflected

in operator F (on the basis of such categories as linearityticoity, static character,
determinacy, etc.).

The information on behavior of inputX (t),U (t) and outputY (t) of object is

necessary for the defining of the parametbrsDepending on ways of reception of this
information, distinguish: identification and expagnts planning.

THE METHODS OF ESTIMATING OF PARAMETERS OF
MODELS WITH VARIABLE STRUCTURE

The basic source of the information at identificatias a process of an estimation
of numerical parameters value in a mode of normalctioning of object (without

organization of special perturbations) is pait{t) =<X(t),Y(t)>. It is obvious, that

during normal functioning not all inputs of objgcX andU ) change. In particular, those
parameters fromJ do not vary, which the state of environment doesinfluence. For

finding-out relationship of an object outpd from such parameters it is necessary
purposely them to vary, that is the experiment witiect is necessary, that automatically
breaks a mode of normal functioning and not alwaissdesirable. In this case experiment
will be carried out with minimal perturbations diject and opportunity of reception of the

maximal information about influence of varied outparameters of object.

Thus, the extreme limitations of opportunities afrgoseful updating of the
experimental data take place, on the basis of wthiehmathematical model should be
identified. In turn small volumes of initial stdfts result in use of rather primitive
modeling designs. An urgent problem, in this plarthie presence of such receptions of
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processing of the limited arrays of the numericatad which would allow overcoming
simplicity of constructions following from traditially used methods.

As an initial assumption we shall accept an opputyuof representation of
simulated process as function connecting valueutiiud (a result attributeY to quantity
X . Let's consider dynamic processes, that is sudtesses, where the value of all
variables are submitted by time series, and thetimmal relationship Ft([ﬂ generally
changes in time and is set by some vector of straktparameters. Assuming
differentiability F, ([ at each moment on all parameters, we shall wiatendfor first

partial derivative at the momeht
dy _&((0F Y dX ). dF
- = + .
dt  Zllax, | dt ot

Becauseﬁ does not depend fro%, this ratio can be treated as linear model with
|
varying structural coefficients.

The accuracy of the initial data, as a rule, isséhothat frequently only
identification of first partial derivatives of modeoks enough correct procedure. Defining
of first partial derivatives values is most impaittan applied aspect also. Therefore, with
the complete basis it is possible to assert, trating developed procedure of construction
of dynamic estimations of model, it is possibleitaldy to solve the problem identification
(in sufficient for practical use a kind) quantiteticharacteristics of connections between
separate elements of simulated object.

The traditional methods of modeling are based g@mesentation of investigated
process as linear model with constant coefficients:

Y=Xb+U,
X1 - X Y1 B
X = Y=l H] b= @)
XTl XTn yT ﬂn

where: Y is a vector of factor-function value (output} is a observation matrix (factor-
arguments or inputs)p is a vector of structural parameteld; is a vector of random

deviations, for which under the assumptiMw[U]: 0 and M |_UU TJ =d?l (herel is
unit identity matrix of the appropriate orderl); is a quantity of observations.
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It would be uncorrected to consider the coefficdeaf model (2) for dynamic
processes constant during all investigated petiwd,requires adaptation from the point of

view dynamization of vector of structural parameter. That is the model accepts a kind:
Y, = Xb, +U, , 3)

Such problem can be solved in serial ways. For @kanit can be solved by
representation of parameters of model in an obvidod as function of time or use of
model with switching of parameters (special casthisf reception — use of special classes
of functions, spline-functions etc.).

One more direction of development of statisticaldels resulting in statement a
problem (3), is a representation of required patames a stochastic quantities, submitting
certain low of variation with time. Here generatinas of models of the given type
demands use of ideas of the Kalman'’s filter [1].

Other well known method — consequent shifting bas¢isnation and discovery on
this base “driftage” factor. Herewith possibility the building estimation is expected on
separate interval inwardly main sample.

The estimations of parameters (2), received by dstah methods reflected
influence of some factors-arguments of model omofaftinction on the average on all set
of the initial data. However, if, for example, theis a problem extrapolating of factor-
function value, then its accuracy can be raisedggnathe components of a vector will more
correspond to character of information variablesadimite piece of an estimating interval.
Hence, attributing the observation results conogrrthe more and more remote period
decreasing weights, it is possible to define aoreot parameters reflecting connections at
the end of the initial period. In more general ¢asea result of giving to some groups of
observation results of a various sequence of weigle shall receive approximation of a
vector of parameters to the greatest degree apptepo group of observations results with
maximal weight.

Let's consider a sequence of weighing matrixesh edowhich is corresponds to
set of weights, allocating from an initial array aliservation results one moment of time,
which is

Oit < OQiygs 1 <t,

g' >g'+ ' |>t
O th it i+t

-1
Vector of structural parameterf:,= (XTGtX) XTG.Y is an approximation of the
coefficients of model.
The set of coefficientsbt is determined by low of distribution of weightg feach

of moment{. From practical reasons, it is obvious, that hiere meaningful to consider
one- or two-parametrical distributions.
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For the moments enough removed from currE:nlvveights 0. = 0. Believing,

that for an estimation of vectdd, are most essential results of observation, we have a
weight matrix of kind:

0 0

Oy
: (4)

On

0 0
Thus, we have a generalization of a method of itgljgberiods”.

Let's assume also, that inside each of intervalgtie 7 the distribution of
weights is formed as a geometrical progression:

git - g((T—l)/Z)—i’ I < t’

O« =1 (5)
gi’[ — gi—((T—l)/Z)' | >t’

where: g is a denominator of this geometrical progression.
Approximation of the coefficients of the model aradio (4) — (5) theoretically
allow at given J,7 to construct a sequence of vectdi)ls, being estimations of structural

coefficients of model at each current moment ofetirtt is important to note, that the
demand for more or less exact approximation of dyos of the coefficients results to a

choice of small values of , that has an effect for conditionality of matlﬁx TGt X).

There is developed and rather widely used the esegation method (A.N.
Tikhonov's method [2]) for the solution of ill-podgroblem. With reference to a problem
of estimation of regression model, the special éadamown, which a method of “crest”
regression is.

However, the difficulties of application of a regtization method in practice of
estimation of models are connected with absenbe toncrete recommendations about a
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way of a choice of parameters of a method, rebaltis, in particular, not uniqueness of a
“crest” estimation.

Structurally idea o a regularization method withire framework of adaptive
model can be realized as follows. Let's assumet thadel (2) allows adequately to

estimate the average values of structural parameded that for each current momént
the ratio

b®=b, +U,, (6)

s fair, whereb® = (XX )XY, M[u,]=0, Muu]]=w.

Then the problem of estimation of adaptive moddll adgcept a kind:

Y=Xb,+3
) 7
b®=b, +U, )
with estimation of vector:
T 21y T 211 -1 0
b= (X6, X + W) (XG Y + 02w °). ®)

It is necessary to note, that (8) and estimatioraanethod of “crest” regression
can be represented as a particular cases of moezajenethod of mixed estimation [3].

: : . 2
According to a classical rules, as an estima@dn use

, 1

S :T_m(Y_th)TGt(Y_th)- 9

In (9) choices of smalll will have by an inevitable consequence essential
fluctuation of estimations of residual dispersian ¥arious time intervals. Therefore more
correct represent the assumption about uniformégipe of the models, estimated on each
steps of processing of adaptive algorithm. ProogsBbm this, let's assume, that residual

dispersion 0}2 is identical to alll. Further follows, that for all the rest of model (8)

submit to distribution, wheré/[6,]= 0, M [Jté_tT] = s’G, . From here the dispersion of
2 2 n

2 _ 2 g. g
model S, =S and—;:—zzzgi.
s, & =

At the mode assumptions the estimation of multipbgrress with variable
parameters can be represented as an iterativequiect giveng and 7 ):
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1. we believes? (0) = 0 and we find initial estimations of vectoby, (1) ,
2. the received estimations of structural parametérs g new estimation for

Ss, equals toss (1) ,

2
3. the procedure of estimation repeats with a newevaly (1) and so up to
convergence of a process.
The problem of estimation in the form (8) derivasgsroblem of a choice be§] and

T . The choice of those magnitudes is to some eXimited: it is not meaningful to take
such size of “sliding period”, for which weights pglied one of extreme observation,
becomes negligibly small. Magnitude df is determined by number of parameters,

estimated on everyone steps (by dimension of a)veb:b.
The variation of coefficients of model near theueemge value is determined both
parameter of weighing and size of a sliding periodhis connection, the degree of spread

of model coefficients values is expedient to exgattixed 7 ) in relation to coefficients
bto, which are received with the help of model undendition of § = 1.

Thus, the criterion of choic§) can be written down as optimization problem:

1 Ll 2 il 0 -1 0 B

== x0.f + X (o, b7 (o, ~b¢) - min
t=1 t=1

s’ :ﬁ(v— Xb)" (Y - Xb),

(similarly generalized least square method).

The strict approaches of estimation of regressiodehin conditions of presence
of crude errors in the initial data are based guliegtion of noise-eliminating methods [4].
As against a traditional one step by step leastregmethod, the noise-eliminated method

-1
results in the estimation formula: b=(XTWX) XWY ,  where:

W, 0 b
3 cD(yt SXt )
' with the WeightsWt T y—xb ! S is an average

S
0 W,
measure of scatter of the residual for a givenaggjon model.

The kind of functioncb([) determines a variant of noise-eliminated method.

Received as a result of application of an adaptiethod dynamic series of first
partial derivatives allow not only to estimate aasigre of reaction of factor-function under
a variation of factor-arguments of model, but gisovide conditions for specifications for
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specification of an initial kind of relatiotY = F(X,,...,X,); the various preliminary

hypotheses about a type of functiofs= F (X,...,X,) can be checked up proceeding

from the analysis of dynamics of the appreciatddesof its differential characteristics. A
choice of a kind of “basic” mathematical model, @hicoefficients are exposed to
adaptation, is essential. Nevertheless, as showseriexnce of accounts, at operation by
various variants of differential relationships thgecified uncertainty is insignificant: the
speech usually goes about a choice of the suithlation from two-three variants, which
is always feasible.

PLANING AN EXPERIMENTS IN THE SPECIFIC AREAS OF
FACTOR SPACES

Multifactor statistical model are used mainly aeation and perfection of various
complex system. They are especially necessary, wbgportunities of designing,
manufactures and operation, which based on traditigphysical principles, result to
inexpedient large expenses.

Here, at reception of models, it is necessary ® methodology of the theory of
planning of experiments [5, 6]. The known tradiaibmmethods of experiment planning
assume the forms of factor spaces as a multidimeaksimplex. In non-standard areas of
factor space the search of the best conditiong@édption of models in a general view is
unknown; except for the already marked regulamratnethod. Usually such problems are
reduced to numerical methods.

To the reasons of occurrence of non-standard avkdactor space can be related
situations, when: the parameters of technical @eatirtological objects are connected by
relationship close to linear [7]; processing of exment provided that the level of the
factors can not be precisely enough sustainedroatex of the experiment plane, and also
at processing results passive (specially not orgabliexperiment.

In such area the correlation a factor and, consgtyy¢heir main effect and interaction
at building of the models take place. Multicolliniéa of effects (its mutual conjugacy)
complicates or makes impossible steady definingtroicture and coefficients of the regress
equation, substantial interpretation of causal stnactural connections between effect and
simulated response. At significant multicollinegidf effects the problem is ill-posed.

In [4] it is underlined necessary of steady methadd algorithms, having transparent
mathematical properties in sense of optimality.téieaof a rather widely used least-square
method is its instability if not to make of any @&dihal assumptions, which are difficulty
checked [2]. Thus, at the solution of applied peofd, it is necessary not only to formulate
system of necessary preconditions, but also teaenaf their checks [8]; stability of the
preconditions and method of reception of modelsaiher small infringements of the
accepted conditions; the system of actions, ifgfezonditions are not carried out actually

[9].
Using methods of experiments planning, in origiihds always possible to find
statistical models with the best characteristidse @ny area of factors space which is not

appropriate to the standard form, is accepted rfioinege of factor-spacéR ,m). Ifin it
the models with the best characteristics by tradél methods are not obviously possible,
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then the method of transition from given badly-eliactor-spaceR m Of an image to
well-caused factor-spad® ,, of an original, in it is necessary to solve a freab

Here it is necessary to use some topological mapgirthe original of factor-space in
an image. Two systerrROr and R m at a mutually unequivocal and mutually continuous
mapping will be isomorphic. At consideration of edpgical mapping the metric properties
of sets X, (original) and X, (image) are not used, and consequeﬁﬂbr and x|m
can have the different metrics.

The methods of orthogonal representation of cardléactors are realized by mapping

Or
of points of the original — values of levels of tfars Xig ) on appropriate to them of an

I . R
image — values of levels of factorxig ™ (| —:L---,k, J —:L---,n) [9]. For this,
purpose is entered in consideration the mappings:

XM = f (X0, X), (10)

which are forming a group. Here, functionﬁ and inverse functionsfi_1 should be
continuous. For a case of linear restriction thenfef an image are set as a structure of
complete factor experime®@*: (L—X)(1-X,)...—X,) - N..

For nonlinear restriction of the form of an image ased as boundaries of a line
of the second order and surfaces, received on #sés bof structure of multifactor’'s

experiment 3 or 3P (L+x +Zz)A+X, +2)..0+%x +2z) - n.(n.),
where value of fictitious independent variabh =1; X, X,, ..., X, are linear
orthogonal constants of factoy, X,,...,X,; Z;, Z,,...,Z, are quadratic orthogonal
constants of factorsXy, X,,...,X, ; K is a quantity of factorsn. (Ng) is a common

quantity of structural elements accordingly eqmaIQk, 3k and 3P ; P is a fractional
replicate.
The coefficients of mapping functionfﬁ are defined by least-square method.
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Fig. 2. Systems of natural and own coded coordiagtas
of image and original at curvilinear boundary cdiodis of image

(k=2)

The mapping of point of plan of experiment of onigi Xigor) and pointxi?m) of

image with use of mapping functions (10) actualpresents reception of the plan of
experiment in an image under condition of use sdhginal and image of the own coded
systems of coordinates. Graphically it looks, feamaple, as is represented in a fig. 2.

Agrees to lemma of T. Andersonn [10], the necespapperties of estimations of
the coefficients of statistical models in origirmlea and its uniqueness are kept at a
topological mapping in image area too.

The figures of the originaG or and imageG m are concerning equivalence,

thus as for it's the binary relations of equivalersce carried out. Figure@ or and G m
are isomorphic.

INFORMATION-SYSTEM MODEL OF CREATION
OF TECHNICAL COMPLEXES

In the problem of designing of technological systeamd appropriate technical
complexes as purposeful search of final variard, glocess of removal of indeterminacy
can be considered as information technology. Herés important building so named
information-system model of the process of the mgkhe technical system (the complex)
with given parameter on energy- and resource-intenseliability etc. Structurally, such
model can be submitted as, represented on a fig. 3.
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| g | @)
Designing: Opt,

Opt, > p —> Opt} —>...—> Opt]"

Ioutputl

Iinpnt (1 '2)

‘

Construction: Opt; Linput2
-
my

Opt; — p > Opt2 > ... > Opt;
Iouq)utz

‘

Iinput(2'3)
Testing: Opt; Linput3
1 2 ms y
Opt, > p > Opt; — ... > Opt;
Inutput3
Iillplﬂ(3_4)
Refinement: Opt, Linpued
e—
Opt! — p > Opt? > ... > OptT
Ioutput4
Iinpnt(4'5)
Iil‘l““s Ioutputs

Serial production: Opts

Fig. 3. A structure of information-system model of
process of creation of technological system
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From the descriptive point of view, each of stafermation of a technological
system is accompanied by necessity of solution péimber local optimization problems

Opt} with check of adequacyo; (j =12,...). The output information of the current
design stage is the input information of next stqteat is obvious) — intersystem
information flow I, (j=(j +1)) . Obviously also presence of the non-systemic input

information | , coming from outside.

inputJ
Thus, the information-dynamic model of reliabiligppropriate to stage] of
creation of technical system in formalized kindresggents a train:

| Dmodel j = <PRJ (I ::L"'!n); y(PRJ )’ Ri ; I inputj; I input ((J _1) _j): J ::L---: mj >Where:
PRj is a requirement on i parameter of reliability on] design stagey(PRj) is
fiducially probability; R]- = 11 ,...,pr{'jj ) is a vector of adequacy parametdr;ﬁ,'putj

and | o ((1—=1)=]) are input information of sted of design of technical system.
The procedure of statistical estimation of inforivelyy of the current stage of

design at knownPRj and V(PRJ- ) is based on a ratio:

sl = PR, )Igl_LS(E%) +-APR ))Ig%fgf» *

where O’(PRJ-) is a lower bound of fiducially intervals(a(PRj),ﬁ(PRj)) up to
i =1...m,.

The account of topology of complex of technicalteys and also an information-
logical formalism in a representation of systemdesigning allow to carry out a general

statement of optimization problem of reIiabiIit{Cj ; Rj} - opt; (j =1,...,k), where

CJ. is a vector of step-by-step expenses. This prolkera problem of multicriterion

optimization with restrictions on reliability:
PR, O(a(PR, ) B(PR, )i =1...m,j =1,...k and time:
T, < TJ-* (] =1,...,K) . In general case, generalized problem will aceekind:

C - min

PR, 0(a(PR ). B(PR,)),

i=1..m, j=1..k

T<T

where: C is a vector criterion of optimization. Its solutiéss among the Pareto-optimal
solutions, the technology of which searching isumedl to methods of consecutive
concessions (compromises).
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CONCLUSION

Thus, the perfection of the technological proceduwedesign stages of technical
systems is carried out under the programs gengmglexperience and new approaches in
technical development. Program is formed of proklefrthe coordinated optimum.
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O 3AJIAYE INIAHUPOBAHUS DKCIIEPUMEHTOB B
CIELIM®UYHBIX OBJIACTIX ®AKTOPHOI'O [TIPOCTPAHCTBA
[IPU UJIEHTU®HKALIMU ITAPAMETPOB SHEPI'OCBEPET AIOIINX
TEXHOJIOTUI

Anppeit Crenanos, Bimagumup Pytenko

AHHoTanms. PaccMaTpuBaeTcs onucanue TEXHOJIOTHU KaK OOBEKT MapaMeTpUIECKON U CTPYKTYPHOM
unentudukammu. IIpeuioxkeHo paccMaTpuBaTh MO TaKMX 0OBEKTOB KaK MOJEINH C NIEPEMEHHON
crpykrypoil. C 1enpio ajanTaniu MoAeNeld BBOAMTCS TOIOJOTHYECKOE OTOOpakeHue (akrop-
IpocTpaHcTBa 00pa3oB Ha (aKTOP-IPOCTPAHCTBO OPHTHHAIOB IPU HECTEIMAIBHON OpraHW3aIluu
JKCIICpUMEHTOB B HECTaHAAPTHHIX obiacTsax QakTopHOro mpocTpaHcTBa. HHpopManuoHHO-
CHUCTEMHBIE MOJEIM BBOIATCA B PAacCMOTPEHUE [UI1 OHHUCAaHMs IPOLECCOB  CO3JAaHUS
TEXHOJOIMYECKUX KOMILIEKCOB.

KiroueBble cioBa: ajantaius, Mojaenb MHYOPMALMOHHOW CHUCTEMBI, NPOOJIEMBbl ONTUMH3ALMH, ,
napameTpuueckas HASHTHOUKALMSA, CTPYKTYpHask MACHTH(HKALKS, TEXHOJIOTHYECKUI KOMILIEKC.



