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Abstract: The problem of increasing of the effidgn in the stochastic environment. The presence in WM o
of operation of the water mains in modern condgionCWR of sufficiently large capacity is such specific
while the transition to a three-tier tariff for tledectricity feature. The use of this feature of WM allows tddthe
is examined in the present work. An effective mdtfar  strategy for optimization of the modes of its opiera
solving this problem, based on the use of spef@fitures based on the maximum possible use of the wholecigpa
of the water mains as stochastic objects operatirthe of the reservoirs. The main point of this stratégyhat
stochastic environment is offered. The mathematic#the water supply into CWR from WM must be minimal a
formulation of the problems of optimal stochastinirol the time interval with the maximum rate and maximatm
of the modes of operation of the water main witlthe time interval with the minimum rate. Using ofch a
probabilistic constraints on the phase variables ®&rategy leads to the need in introduction of aolaitl
presented. A new strategy for the optimal stocbastextreme constraints on the phase variables (watetd in
control of the modes of operation of the water méie CWR): by the time of the transition of the tarifirfthe
use of which has allowed to develop an effectivéhoe electricity from smaller to larger - the mathematic
for solving the examined problem is proposed in thexpectations of water levels in CWR should be maxim
present work. It is shown that the transition frdhe possible, and before the start time of the mininmane,
classical deterministic problems of control of inedes the mathematical expectations of water levels in RCW
of operation of the water mains to stochastic oneshould be minimal. Moreover, to prevent the ocawree
provides a significant (up 9%) decrease of finadnciaf accidents at any time interval§l[0,T] the probability

expenses for the electricity. . _ of overflow or emptying of the reservoirs must bese to
Key words: optimal stochastic control, probabitisti ,grg.

constraints on the phase variables, water main,pmgn The application of this strategy has led to thedntee
station. develop problems of optimal stochastic control bé t
INTRODUCTION modes _of operation of WM Wlth extreme and probabdi
constraints on the phase variables of a new class.

A water main (WM) is a complex technical system
designed to transport water over long distances. WM THE MATHEMATICAL FORMULATION OF THE

consists of the sequence of multishop pumping cstati PROBLEM
(PS) and multiline main pipelines. [1] There areati- . o .
water reservoirs (CWR) at the entrance of eachIRS. The main criterion of the effectiveness of the

CWR of the first PS of WM prepared water is supplieoperation of WM is the value of the mathematical
from one or several ascents. At the exit of WMaasle, expectation of the total cost of the electricitynsomed
there are CWR of large capacity used as the sowftesby all PS at a predetermined interval of operaf@nr],
water supply for cities and towns [10, 11, 12]. on condition that WM provides water to all consusnigr
The main controlled elements of WM are pump unité1e required (predicted) volumes.
(PU) of PS. Each shop of PS is represented by akever For the formulation of the problem of optimal
connected in parallel PU. Control of the operatibfPU  Stochastic control of the modes of operation of e
is carried out by switching on / off PU of PS, aaging will use the stochastic model of quasi-stationandes of
the position of the adjustable valve (AV), by adfide Operation of water supply and water distributiosteyns
speed control of the drive motors of PU. Controltted [19 - 23].
operation of WM is carried out by changing the n®dé Hydraulic resistances of the sections of water main
operation of PS [5, 10, 13]. are unknown a priori, so they are estimated acogrth
The actuality of the problem. Spur increase of the experimental data. As the evaluation is caroiedon
electricity tariffs and the introduction of a thrger tariff ~ samples of the experimental data of the final lenttese
created necessary conditions for the transitioartergy- €stimations are random variables, statistical pégseof
saving technologies of WM control. which depend both on the statistical propertiesthef
The purpose of this workis the development of a errors of flow measurement g and water head h,taed
method of optimal stochastic control of the modés Estimation method and sample size. It is suppdstdiie
operation of WM, the implementation of which prozsda errors of measurement of the variables and q are

significant reduction in financial expenses for theormally distributed random variables. As the meltiob
electricity. estimating, the maximum probability method is ussal,

To develop more adequate mathematical models gfe optained estimates of random variab®a, (@) ,
the modes of operation of WM and more effective,. _ . - .
(i=1...,v+n,+¢ -1 are unbiased, efficient, having

account of the specific features of WM as an objsct R
control, WM is considered as a stochastic objeetajing normal distribution.
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The initial data for the problem of optimal stodias g, (W)C (W)

control of the modes of operation of WM are theinal Pez (Ol (@) = e iOR, (10)
of control [0, T] (one day), which is divided int®4 b
subintervals corresponding to each hour of theopeaf .
control k = 0, ..., 23. At each k subinterval oé time the and the models of reservoirs
predictions of consumption of all consumers of Veké
known in the form of conditional mathematical H (@) = H 41 () + Ca (G (@) = Uiy (@),
expectations G, (1) = '\ﬂ(q“ (w) and their variances (z=1,...,2), (1)

2 — ; ; —
9, (1) = B(q” (), caleulated at the time interval k=0 with probabilistic constraints on the phase vagabl
proactively 1=1,2,...,23; the prediction of daily water

consumption from CWRQ,,, ()= Mw (0, (@), the P(sz(a)) < Hzmax) >
measured values of the water level in the z CWR
H,, (&) ; the actual number of switched PU, and static

data: the structure of WM, lengths, diameters, geid
marks of the sections of the pipeline, the estimaftethe ) ] ) )
parameters of the model of PU on each PS, the ¢xir|ysia”d extreme values of constrains for fixed timernvils
size of CWR, the estimates of hydraulic resistaofoay k=6 and k=23
on each PS.

The objective function of the problem of optimal M{H.(@} - Enm%ﬂ,(kzo ----- 6), (13)
stochastic control of the modes of operation of gt . _
day we can present as the mathematical expectatitre MM{HZZ’&( @} - m!knm k=0....,23), (14)
total value of the electricity consumed by all FSWM at
the interval of control [0, TJ:

av
P(H,(@2H!")2a,
a=0,97, (12)

where: u(k) - vector of control which determines the

23 0 m amount of operating PU, the position of AW, (&) -
M gZZ;Nijk(qik () O — T, - (1) water level in z CWR at a given k time interva™ -
i

minimum allowable water level in z CWRH]™ -
The area of restrictionQ is determined by the maximum allowable water level in z CWR.
stochastic model of quasi-stationary modes of water Random variables characterizeq, (w) — water

supply 7, 8, 23]; consumption on i section of the pipeline at k timerval;
hyg (@) — water head at the output of ARy, (g, (w)) —

M (hk(qu(@) +> by Mg (G (@) + water head of i PUS (w) — evaluation of the hydraulic
o resistance of i section of the pipelind (M );
+mehRZik (qik(a)))+zbmhk (qik(a)))):O, he (0, (w)) — evaluation of the head fall on i AV;
i0R . :v,,,.,v+/7izDM—l' K=0...23, @) /7,\!Ai.k(qik(a)).) — evaluation of the coefficient of
efficiency of i PU;
M (g (@) = H o (@) ~ Pa (G () + a, (@), 3, (0),a, (w),d, @).d, @).d, @) — evaluations
+he (g (a’))+zb1-(h @ (W))*'h(g))) -0 of the parameters of PU[JL); C (w) — evaluations of
Rk T KK ’ the parameters of AVi(OR ); E, — rate of the opening of
(j=1,..n;r=1,.., mz=1,.,2). (3) AV (Ee(01]), h(g) —geodesic mark of i section of the pipeline

v L e (iOM), b, - cyclomatic matrix element;
G (@) = I\Q/J{ ; b, G (@) +r§” bmqu(w)J ' Ny (@ (@) - power rating of PUn - number of PS;
(i =1... ,v—]), 2 @) m - number of PU on the selected H%{}] - mathema-

q (a)) >0, i0L. ) tical expectation of the random variable {.}.

For the solvability of the problem (1) - (14) fork
h, (g, () =sgnq, (W)S (W)4: (w), iOM,  (6) the predictions of the expenses as conditional

h. (0, (@) = a. (@) +a. (0)a, () +a, (W2 (), Mathematical expectations, calculated at time vater
i (G (@) = 8 () + 8, ()G, (@) + 3, (@) (@) k=0, proactivelyl=1,2,..., 23 all incidental consumers

1oL, , Q0 g, (1), receiving water from WM and final consumers
My (G (@) = dy (@) +d,y (w)(g((l_a)) +d, (W), (w), © qjk(l) , receiving water from the reservoir at the outpiut
| 1

WM must be known additionally; water levels in each
9,8:U]]NAik (qik (w))ﬁhik (a)), ioL, (9) CWR—-H,,.

0, 9 ai @ @)

Nyaic (G (@) =

The problem of optimal stochastic control of the
modes of operation of WM (1) - (14) belongs to thess
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of nonlinear problems of optimal stochastic contrath As a result of the solving the problem (15) - (28)
discrete time [2, 3, 4, 9, 17, 18], and probabdist optimal stochastic control of the modes of operatid
constraints on the phase variables. There areg’eaact WM for each time interval k, we obtain:

solutions of the problems of such a class nowadglys. 1. vector of control u(k)which, for each time
approximate method of solving the examined probm nierval k includes: the number of operating PUe th
the transition from stochastic problem (1) - (14)its position of the operating point of each PU;

deterministic equivalent the decision of which &ried 2. estimates of the mathematical expectations of
out by the modified method of branches and bousds \jater levels in all CWR:

presented in this work. _ 3. estimates of the mathematical expectations ®f th

_ Th_e cost of_the electricity is determined by a ¢hre expenses and pressure drops in all sections of the
tier tariff shown in Table 1. pipeline:

4. estimates of the mathematical expectations @f th

Table 1.The electricity rate according to the hours expenses for the electricity and its value in adaoce

Hours 6.00- 8.00-110.00y 18.00-122.00:23.00; with the three-tier tariff, by all the operating Rid all the
8.00]10.00 18.00] 22.00 | 23.00/6.00 PS of WM.
Coefficient| 1,02] 1,68/ 1,02 1,68 1,02 0,35 At the time interval k=23, we obtain the estimatés

the mathematical expectations of the total valuethef

The deterministic equivalent of the problem ofglectricity consumed by each PS at the interval]0,
optimal stochastic control of the modes of operatid

WM at the time interval [0, T] takes the form: RESULTS AND DISCUSSION
L L I . B . The evaluation of the effectiveness of the proposed
;;zNiJk(qik)mk - rﬂw,k—o,...,Zc, (15 method was carried out for the WM, the structure of
_ or= _ which is shown in Fig. 1.
hrk(Qrk)+zblri P (qik)+zblri ez (G )+ The examined WM includes three pumping stations
_ IR of the first ascent (PS11, PS12, PS13), three Ptheof
+Zblrihk (@) =0, second ascent (PS21, PS22, PS23) and PS of thk thir
oM ascent. PS of the second ascent PS21 and PS23% suppl
(r=v,...,v+mp,-1), (16)  water to the PS of the third ascent, and PS oftliid
ﬁNSk _ﬁzk _ﬁNNrk(quHﬁszrk @)+ ascent and PS23 _supply water into CWR5 and into the
_ water supply of a city.
+> b, (@) +h*) =0, To solve the problem of optimal stochastic control
M the modes of operation of WM, PS of the secondthind

(J=L..n5-r= m). (17)  ascents and CWR4 and CWRS5 have been examined.

1.,
_ _ e . The initial data for the problem of optimal stodias
Q= 2 BT+ BTk (1=1...v=1 . (18) control of the modes of operation of WM at the time
= v interval [0, T] are:
G, >0, 0L (19) . static data including the structure of WM; lergth
h (6)=3 +3.0 +3.62 i diameters; geodetic marks of the sections of tpeljpie;
Mok (%) Eio' * a_mq'k * a_zq'k’ ! _DL’ (20) estimates of the parameters of the mathematicaktaad
M @) =0 +d;T, +d,q° i0L, (21)  pU for each PS; estimates of the hydraulic resismmof

v+, -1

— .98 h @ )@, . AV on each PS; physical dimensions of each CWR,;

Nyai (G ) = Ojg;;k (k_ ) “,i0L, (22)  « dynamic data, including the prediction of thelylaiater
Ak e consumption from CWRS5; the prediction of water

ﬁRZik(aik) - qikS iOR, 23) consumption by incidental consumers of the city; by

passing CWR5.
N =2 PS of the second ascent PS21 and PS23 are equipped
«(G) =8I0y ST, 10M, 24 with four similar, connected in parallel PU withetsame

ik

n =

H, =H,  +¢, (Tu ~Tu) (z=1...Z), (25) charactedristigsh, :3822 a;jnd PS of.th'le thiF:t:IJ as.cre]:ethar
. . o equipped with five and seven similar with the
l__|z <Hi<H;  (<12..23), (26) different characteristics correspondingly. Approated
He - max, (k=0,..6), (27) parameters of PU are shown in Table 2, passport
_ e characteristics of PU are in Fig. 2, Fig. 3. Thegraph is
oz ~ min, k=0,...,23), (28) shown in Fig. 4.

In Fig. 5 there is a diagram of the prediction loé t
o o rocess of hourly water consumption from CWR5
where: H,”,H," - calculated values of the minimum a”dgalculated at the time interval k=8 proactively |=1 23
maximum water levels in z CWR, where falwQ  for each of seven days.
probabilistic constraints will be fulfilled (12).
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51

308
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@ : PS21
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outlet1 ] 1 I
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@_ | | 1 g
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I 1 1
| s [
: i, L=
n L Z ]
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- : TR [ it -t
In the city's network L
Fig.1. The structure of the water main
Table 2. The characteristics of the pumping units
Number of PU | a0 | al | a2 | do | di | d2
PS1 — PU type 20 NDS (D3200-75)
PU 1-4 | 85,0124 -0,15420 -15,7371 -0,14286 96,45429 -26,1514
PS2 — PU type 24 NDS (D6300-80)
PU1, 4 62,76 -1,872 -4,32 -0,14286 96,4543 -2641
PU2,3,5 93,5006 -0,21695 -4,3193 -0,14286 9@454 -26,1514
PS3 — PU type22 NDS (D4000-95)
PU 1-4 | 109,08 -2,03524 -8,94861 [0 147,0046 -61,0
PS of the third ascent — PU type 24 NDS (D6300-80)
PU2 87,32864 -0,21375 -4,25547 -0,14286 96,4543 158
PU3 80,14337 -0,21375 -4,25547 -0,14286 96,4543 158
PU4 90,73704 -0,21375 -4,25547 -0,14286 96,4543 1528
PU5 93,5006 -0,21375 -4,25547 -0,14286 96,4543 154}
PU6 83,2662 -0,21375 -4,25547 -0,14286 96,4543 154}
PU7 93,5006 -0,21375 -4,25547 -0,14286 96,4543 1548}
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The H-Q characteristics of the pump units

120
PU 1-4 (PS23)
COP-Q characteristics of the pump units
100 _—
. PU2.3.5(PS22):PUS.7 (PS3) %0 e
30
50 - o o My
PU4 (PS3) be e a X M
g PU2 (PS3) 3 F 7 N
o 60 . & 4 A COP PS21, PS22, PS3
= - O34 PUS (PS3
PU 14 (PS22) ~ \a RSN (Es8) g 5 /,// / COP PS23
40 g1 NI 20
. b Ny [/
\ e N RN 10
T /\ 0 T T T T T T 1
20 '\PUS (PS3) -10 0,5 1 1_<q - 2 25 3 3,5
4 N
PUI-4 (PS31) AN
0 - T - - Fig. 3. COP-Q characteristics of the pump units
0 1 2 3 4
q, mYs

Fig. 2. The characteristics of the pump units
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a-bieeil-ag—o !
' ) 1 i S

Fig.4.The net graph @ - vertex@ - pumit; N - adjustable valve;™ re;a% - final consumer)
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Fig. 5. The diagram of the prediction of hourly water ammgtion from CWRS5 for seven days

At time zero k = 0O for the actual and optimal modé°U5 operated on PS22; PU2 operated on PS23; PU3 and
the same conditions have been used: mathemati¢dl6 operated on PS3.
expectation of water levels in CWR4H, ,=2,6m; in The results of solving the problem of optimal

CWRS H,,=3,9m; PUL operated on PS2L; PU3 andionaohe Sontrol of the modes of operation of \ihé

Table 3.The numbers of operating pump units for the adf@phnd optimal (0) modes of operation of the watain

PS21 PS22 PS23
a | 0 a | 0 a | o
Hoursg Tariff Day

1-7 | 1,52-4,6,1 1-5 | 6,7 15| 2,34 4 7 1,2 3{_'_)4' 6,7 1-7
9 1,68 1 1 1 35| 34 3,5 3 3 3 2 2 2 2
10 | 1,68] 1 1 1 35| 34 3,5 3 3 3 2 2 2 2
11 | 1,68] 1 1 1 35| 34 3,5 3 3 3 2 2 2 2
12 | 1,02) 1 1 1 35| 34 3,5 3,5 3 3 2 2 2 2
13 | 1,02| 1 1 1 35| 34 3,5 3,5 3,5 35| 2 2 2 2
14 | 1,02| 1 1 1 35| 34 3,5 3,5 3,5 35| 2 2 2 2
15 | 1,02) 1 1 1 35| 34 3,5 3,5 3,5 35| 2 2 2 2
16 | 1,02| 1 1 1 35| 34 3,5 3,5 3,5 35| 2 2 2 2
17 | 1,02| 1 1 1 35| 34 3,5 3,5 3,5 35| 2 2 2 2
18 | 1,02| 1 1 1 35| 34 3,5 3,5 3,5 35| 2 2 2 2
19 | 1,02| 1 1 1 35| 34 3,5 3,5 3,5 35| 2 2 2 2
20 | 1,02| 1 1 1 35| 34 3,5 3,5 3,5 35| 2 2 2 2
21 | 1,68| 1 1 1 35| 34 3 3 3 3,5 2 2 2 2
22 | 1,68| 1 1 1 35| 34 3 3 3 3 2 2 2 2
23 | 1,68| 1 1 1 35| 34 3 3 3 3 2 2 2 2
24 | 0,35| 1 1,2 1,2 | 35| 34 | 3,5,2| 35,235,2| 35,2 2 2| 23 2,3
1 0,35 1 1,2 1,2 | 35| 34 | 3,5,2| 35235,2| 35,2 2 2| 23 2,3
2 0,35 1 1,2 1,2 | 35| 34 | 3,52 35,2352 352| 23 |[2]| 23 2,3
3 0,35 1 1,2 1,2 | 35| 34 | 3,52 35,2352 352| 23 |[2]| 23 2,3
4 0,35 1 1,2 1,2 | 35| 34 | 3,52 35,2352 352| 23 |[2]| 23 2,3
5 0,35 1 1,2 1,2 | 35| 34 | 3,52 35,2352 352| 23 |[2]| 23 2,3
6 0,35| 1 1,2 1,2 | 35| 34 | 3,52 35,2352 352| 23 |[2]| 23 2,3
7 1,02 1 1,2 1 35| 34 | 35,2 35 3,5 35 2 2 2 2
8 1,02 1 1,2 1 35| 34 | 35,2 35 3,5 35 2 2 2 2
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water main
PS3
Hour _ a | 0
s Day
1 2 3 45 6 7 1 2 3 4 5 6 7
9116836 | 34| 35| 35 35| 35 3 3 3 3 3 3 3
10| 1,68, 36 | 3.4 | 35| 35 [3,5| 3,5 3 3 3 3 3 3 3
11 168 36 | 34 | 35| 35 [3,5| 3,5 3 3 3 3 3 3 3
12 1,02, 36 | 34 | 35| 35 [3,5| 3,5 3,6 3 3 3 3 3,5 3
13110236 | 34 | 35| 35 35| 3,5 3,6 3 3 3 3 3,5 3
14| 1,021 36 | 34 | 35| 3,5 [3,5| 3,5 3,6 3 3 3 3 3,5 3
151,021 36 | 34 | 35| 35 [3,5| 3,5 3,6 3 3 3 3 3,5 3
16| 1,021 36 | 34 | 35| 3,5 [3,5| 3,5 3,6 3 3 3 3 3,5 3
17 1,02, 36 | 3.4 | 35| 35 [3,5| 3,5 3,6 3 3 3 3 3,5 3
18| 1,021 36 | 34 | 35| 3,5 [3,5| 3,5 3,6 3 3 3 3 3,5 3
19 1,02 3,7 | 34 | 35| 35 [3,5| 3,5 3,6 3 3 3 3 3,5 3,5
20| 1,021 3,7 | 34 | 35| 35 35| 3,5 3,6 3 3 3 3 3,5 3,5
21| 168 3,7 | 34 | 35| 35 35| 3,5 3 3 3 3 3 3 3
221168 3,7 | 34 | 35| 35 35| 3,5 3 3 3 3 3 3 3
23] 168 3,7 | 34 | 35| 35 35| 3,5 3 3 3 3 3 3 3
241 0,351 3,7 | 34 | 35 | 3,5 3,5,13,5,7 3,6,7,5,¢13’4é5’7 3,4,5,73,5, ’3’54’16’7’ 3,5,6,7]3,5,6,7,4
11]035|3,6,7/ 3,4,7|3,5,6| 3,5 [3,5,7 3,5,73,6,7,5,¢13’4é5’7 3,4,5,73,5,6,"3’54’16’7’ 3,5,6,7]3,5,6,7,4
2 1035(3,6,7,3,4,7|3,56| 3,5 3,5,713,5,7 3,6,7,5,¢13’4é5’7 3,4,5,7,3,5,6 3’54’16’7’ 3,5,6,7]3,5,6,7,4
31035(3,6,7/3,4,7/3,5,6| 3,5 [3,5,13,5,7 3,6,7,5,¢1f3’4é5’7 3,45 | 3,5,6 3’546’7’ 3,5,6,7]3,5,6,7,
4 10,313,6,7/3,4,7/3,56| 3,5 3,5,13,5,7|3,6,7,5 3’4é5’7 3,45 | 3,5,6 3’546’7’ 3,5,6,7| 3,5,6,7
51035(3,6,7/3,4,7/3,5,6| 3,5 [3,5,13,5,7 3,6,7,5,¢1f3’4é5’7 3,45 3,5, 3,5,6,7| 3,5,6,7| 3,5,6,7
6 | 0,35(3,6,7|3,4,7(3,5,6| 3,5 [3,5,13,5,7 3,6,7,5,¢1f3’4é5’7 345 3,5, 3,5,6,7| 3,5,6,7| 3,5,6,7
7110237 | 34| 35| 35 (35|35,7 3,6 3 3 3 3 3,5 3
8 102137 | 34| 35| 35 35| 35 3,6 3 3 3 3,5 3

9

The use of the proposed strategy for solving thfor the electricity at the time interval [0 , T]Gmsing a

problem of optimal stochastic control of the mod#s three-tier electricity tariff.

operation of WM has enabled to use all possiblgeaf
changes of the water level in CWR4 and CWR5 and usapectation of the power and cost value for thetagity

the technical characteristics of PU more efficigmthich
provides a significant (up 9%) savings of finanaiabts

Table 4. The comparative analysis of the estimates of théhematical expectation of the costs of the elgtrand

Table. 4 presents the estimates of the matherhatica

of PS of the second and third ascents during seegs
for the actual and optimal modes of operation of WM

financial costs of the operation of pumping stadiaf the second and third ascents for the actyadr{d optimal (0)

modes

Day N, kW (a) N, KW ¢) Cost, UAH (a) Cost, UAHd)
1 261725,6 259592,8 248795,2 258043,1
2 263471,0 239818,4 250998,3 216232,7
3 255218,4 241436,4 246817,1 209520,6
4 2476449 243391,7 245269,2 209237,7
S 246623,4 238565,2 244069,6 219133,4
6 268072,1 265745,9 252127,2 254190,9
7 268385,5 266095,8 252291,3 220425,2
Amount 1811140,9 1754646,0 1740367,9 1586783,7
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From Table 4 it can be seen that as a result of the In Tab. 5 the estimates of the target values ofeupp
transition of the mode of operation of WM from #hetual and lower bounds of water levels in CWR4 and CWR5
to the optimal one during seven days, we managsedwe and also the bounds of the ranges of water levahgbs
153584 UAH., which is 8,82% of the previous amount. for the actual and optimal modes at the examingatial

Fig. 6 shows the change of the estimate of thef seven days are shown.
mathematical expectation of the cost value for the
electrical energy while the transition from theuadtto Table 5.The change of water levels in CWR4 and CWR5

optimal mode. Water level in Water level in
Cost, UAH B actual mode CWR4, m CWRS5, m
min max min max
300000 @ optimal mode Limitations 2,00 4,9 1,45 4,9
— Actual mode 2,38 3,84 1,45 4,5
Optimal mode 2,6 4,83 1,81 4,89
200000 -
150000 - Fig. 7, Fig. 8 show the change of the estimatehef t
T mathematical expectation of water levels in CWR4 an
CWRS5 as a result of actual and optimal mode of ajim
50000 - during seven days of the planned period.
0 - o .

1 2 3 4 5 6 7 Day
Fig. 6 The change of the estimate of the mathematical
expectation of the value cost for the electricargy
consumed by the pumping station of the second zindl t
ascents while the transition from the actual toapgmal
mode.
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Abstract. As part of the solution of problem optzani
tion of large-scale facilities carried out formaliion of
the system description of large-scale monitorirefjre:d
the composition and the relationship subsets ahefds,
relationships, topologies and properties. Formdlatee
mathematical model and the task of reengineeripg-to
logical structures of centralized three-tier systefrtarge-
scale monitoring based on indices of cost andieffiy.
The proposed mathematical model explicitly settiata
between costs for the reengineering and time psiougs
messages in the system from its structure and aggol
The analysis of the objective function revealed thave-
lopes their local extrema are one-extreme (relativéhe
number of nodes in the system). Considering this; p
posed a method of directed inspection of localesws,
which allow to find best solutions in terms of theni-
mum additional cost. Selection of the single soluirom
a set of effective proposed to carry out the metbibhi-
erarchy analysis or cardinalist approach aidechbyaddi-

The notion “reengineering” was suggested and origi-
nally interpreted in the study [1] that revealedngineer-
ing principles for business processes of compamiest
contemporary publications on various aspects ofigee
neering problem also refer to reengineering busimpes-
cesses or software structures, and use the notitreen-
gineering” alongside such notions as “redesign¥ote-
tion”, “ modernization”, and “restructing”
[2-5].

In LSMSs, operativeness and cost indices largely de
pend on the applied technology, structure, andrparers
of the elements and links, as well as on their lapo
(site implementation). This peculiarity predeteresrthe
need to solve the problem of technological, stmattu
topological and parametric optimization in the meg of
reengineering LSMSs.

Since the monitoring practice applies a relatively
small set of technologies, types of elements, nates
links, the most difficult task is optimization di¢ LSMS

migration”,

tive function of general utility. The values of thestructure and topology.

weighting coefficients of the utility functions arried
out by an expert or based on comparator identifinat

The analysis of contemporary publications on the de
sign of monitoring systems has revealed that thén ma

Practical application these results allows redine t objective of monitoring systems is collection oé theces-

time of obtaining solutions and more accurate sgj\of
large dimension problem.

sary information at minimum cost [6-8].
Minimized additional costs [7] (alongside minimized
regular costs), the required or maximized contwihg to

Key words: large-scale monitoring system (LSMS)a multiple coverage of the monitoring zone [8], axin

structure, topology, reengineering.
INTRODUCTION

In modern conditions, a lot of scientific and resba
social and economic, as well as technical decisemas
based on the data provided by large-scale mongays-
tems (LSMSs). This is exemplified by the systemaiof
tronomic, ecological, radiation, geological and ioyd
meteorological, economic and medical monitoring.

mum coverage of the monitored objects (with regatzat
irregular coverage radii) [9-11] and a minimizec@age
time of information receipt (optimal operativene§2]

are used as criteria in the tasks of optimizatibmoni-
toring systems. Restrictions on probabilistic syppf
information to a specified number of consumers [434
the location of the monitoring points [14] serve aakli-
tional limitations.

Mathematical models and methods for solving the

problems of the analysis and synthesis of othgelascale

Changes of the monitoring conditions (emerging ne objects in the fields of transportation, commuriaatand

objects of observation, stricter requirements ® dpera-
tiveness and accuracy of observations) and (or)toels
(appliances and technologies) lead to inefficien€yhe
current variant of the system construction. Anem@pts
to adapt the system do not secure the best outcome.
The most effective variant of the system constouncti
can be obtained through its reengineering, whigyssts
a fundamental reconsideration of the current stétihe
observed objects, the entire system, tools andntdch
gies of monitoring, as well as through its radiealesign.

logistics can be applied in reengineering LSMSs15~
16].
The analysis has revealed that the most common are

monitoring systems with radial nodal structures ten-

tain a single center, one level of nodes and aafityrof
elements distributed between the nodes of the myste
(each node covering its subset of the monitoreeats).
Design and (or) operation costs as well as opeadiss
(time of information receipt) costs serve as inttice of

the monitoring system efficiency. Therefore, a tapi
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problem lies devising a method that would solveva-t RS=RNR.R=R°UR",R"=R'URS, @)
criteria task of reengineering topological strueturof . o S
LSMSs in terms of the costs and operativeness. G"=G"\G,G =G'\G",

GS :G'nG",G' :GSUG_, Gn :G+ UGS
FORMALIZATION OBJECTIVE OF
REENGINEERING TOPOLOGICAL STRUCTURES

OF LSMSs The scheme of interconnections between such catego-

” "o

ries as “element”, “relation”, “topology” and “prepty”

Formalization of the generalized LSMS descripti®n iIn reengineered LSMSs allows introduction of sétsew

based on the suggested in the study [15] scherarfye- propertiesP™ = P"\P' and properties that are or can be
scale objects. The LSMS is viewed as a systeexcluded from consideratioR™ =P'\ P" .
S=<E,RG >, where:E is a set of elements in the sys- At the first stage, a set of feasible solutionsirtyr

tem,R is a set of relations (links) between the elementreengineering LSMSS ={s}0S" is determined by

and G is a topological implementation of the monitoring . . .
system structﬂrelg R> P *subsets of elementsE’ OE"OEY, their relations

Topological implementation of the LSMS is based o R 0 R" O RY and topologiesG" 0 G" 0 GY. Further
the topological complex of elemer@, relationsGg, and  stages of reengineering the topological structufe o
data transmission trajectori€. The process of reengi- | spmss allow selection of subsets of elemeBfs(] E* '

neering must distinguish between the subsets dhant lati ROOR and logies G° 0 G ¢
and the required properties of the syster® -and P", relations and topologies rom a fea-

respectively. The sets of properti®s and P" are sub- sible area S ={s}. Using the above subsets we obtain a
sets of the universal set of propertieS that can be ob- set of the required propertieB” 0 PV that are specified

tained on universal sets of elemei®$ , relationsR” ,  as objective functions, either cost and (or) furai limi-
and topologies [15]: tations.

The set of tasks (stages) of the structural andlégp

PV =¢ (EY,RY,GY), ical reengineering LSMS largely coincides with #et of

problems of synthesis the initial version LSMS, luill

be different by productions, input data and liniias.
According to the suggested in [6] general decomposi

n scheme for reengineering LSMSs, the meta-ltasi

gan be presented as follows:

where ¢ is a mapping.
The E” set consists of various types of elements th%t
can be applied in reengineering LSMS. TRieset is de- 10
termined by theE” set composition, whereas the latter i
determined by composition of t& andR" sets. Mean- . _ .
while, the difference between the sets of elemanthe MetaTask = Task; :{Objs,s,Q ,C ,S'} - 3)
new E" and the existingg’ structures determines the set - {s°, K(s%)},
of elements that ought to be included in the neucstre:

where: Objs — a set of quantitative and qualitative char-
acteristics of the LSMS objects;— the existing realiza-
tion LSMS; Q" — the required set of the system functional

E"=E"\E'.

Accordingly, it is possible to identify a subsetedé-
ments in the existing LSMS structure that can l#ugled  qualities; C' — marginal values of the system coSt—
from further consideration in the process of reragring

LSMS- the area of reengineering (feasible patters3);- a new

LSMS pattern obtained during its reengineering(s°®)
E-=E'\E" — criterial assessment of the selected patterrnt@alogy
' of the LSMS.

The objective of reengineering the topological stru
ture of a three-tier LSMS that is based on the stpe
elements, nodes and links and regards reengineeostg
as well as operativeness requirements is considert
S e S following formulation.

E zEnE,EZE UE,E:E UE (1) Specified:

] N ] — a set of the system elemernits{i},i =1,n that
| Smce;om&o smc;n cr)]f the selts pf gjlatg?s. be(;vxleen cover the entire set of the monitored objects;
elementsk’, R* and the topologiess , Is deter- — the existing pattern of the topological structure

mined by composition of the sefs andE", we can 515 (whereS is a set of feasible topological patterns)
identify the corresponding subsets of relations thaght q ined by the si ¢ ol s={ili=1n
to be included in LSMSs during their reengineeriag, G€termined by the sites of elements ={i},i=1n,

ther reused or not used at all; nodesy' =[yi1,i =1n (wherey' is a Boolean variable;
if there is ani-element based nodey' =1; other-
R"=R'\R,E”" =R'\R’, wisey' =0), the center (the system center is sited on the

The set of elemeni&®, that can be reapplied in reen-
gineering, presented as an intersection of the Eedasd
E":
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base of the element=1), as well as links between the C(b)=C.(b)+C_(b)+C,c(b)+Cg(b)+Cg,(b).(6)
elements, nodes and the centgf=[x;],i,] =1,n
A desirable goal consists in minimizing the additib

) ) ) costs AC(a,b) . Meanwhile, the difference in the costs
are linked directly,x; =1, otherwisex; =0); (5) and (6)

(where x; is a Boolean variable; if the elementand ]

— the cost of setting up (operation of) nodes],
i=1n andlinks[c;], i,j =1n. 4C(a,b)=C(a)-C(b), 7)

It is necessary to identify the optimum in termse&f . . -
y fy P fails to account for the possible use of parthefexisting

ficiency and cost topological structurs® 0S (where topological structurealS.

Sis a set of feasible patterns) that is determingdhle In view of the above equation (7), a particulatei

number of nodesl their sites y=[y;],i =1,n (the cen- on of the minimum additional costs:
tral node is sited on the base of the first elemeat

y, =1) and the scheme of links between the elements, k,(a,s) - rgsn
nodes and the center=[x;],i,] =1,n in view of the
specified constraints of costs and operativeness. (with the possible use of a part of the existingological

In order to simplify the model and taking into ac-Structure al1S) can be presented as follows:
count the symmetry a square matrix of links (betwee

system elements, nodes and center) and the cdstewil _ _a o _ .
place the triangular upper diagonal matrix. kl(a,s)—AC(a,s)—igl[(q e (D =g i ] +
Whereas the initial set of feasible solutions itede non _
mined by the following [5]: +§Zl[(qj +6; )(L=x )% +(dy —g; %% ] - min, (8)
i=1j=
x=[%;1,% 0{0,1}i,j =1n,x, =1;
ixij >1.0)=1n: wherec; — the cost of th_e elements, nodes and the center
j=i in the new structurei,=1,n; x; and x; — respectively,
n n n - . .
=n+Y X 4 elements of the matrices of adjacency (links) betwthe
S={s}= hzléx” |Z ! ) elements, nodes and the center in the existingtsie
x; =1 - x, =10i =1n: X' =[x;] and in the reengineered structwe [ x;] (if
X =10%; =1 - ij = the elementsi and j are linked directly, x; =1 or
=argmin{ minc,minc, } Oisn,ij=Tn, X ~1:OMerwiseX; =0.0rx =0): d, — the cost of
1<i'j ) j<i'sn modernizing an element, a node, or the centeramtw

) ) structure i =1,n; e — the cost of dismantling the nodes
where S — a set of feasible patterns of topological struc-

tures of LSMSs:— a pattern of the topological structure:N the existing structuré=1,n; g; - the cost of re-
sources that can be reused after dismantling thgalno

equipmenti =1n; [c;l.i,] =1,n — the cost of links

between the elementsand j;and S — a set of feasible

_ R patterns of the topological structures of LSMSs.

element basedy; =1; otherwisex; =0; i=1n), n -a The second desirable objective is minimizing the

maximum time for receipt of the information on theni-

) _ ) tored objects. The task under consideration alloges of

the cost of links between the elemeritand j . the deterministic operativeness model that takés ac-
The cost of the existing LSMS patter@(a),al]S  count the dependence of information time on théesy's

consists of the costs of the cen@g(a), node<, (a), topological structure. The_ _model WOl_JId facilitatesass-
) ment of the strictly specified operation technoldtpat
elementCe(a), and links between the nodes and th@etermines the intensity of the same-type flowsnédr-

centerCy-(a) as well as the elements and the nodesation from and to the center:
Cey (@) [7]:

X=[x;],i,] =1n- a matrix of links (wherex; is a
Boolean variable; if the elementsand j are linked di-
rectly, x; =1; otherwisex; =0 if the system node is-

number of the system elements, afd;; ], i', =1nis

a =[a,],a =const, B =[B],B =const,i =1,n
C(a)=Cc(a)+Cy(a)+Cyc(a)+Cg(a)+Cq(a).(5)
in the channels and nodes of the system.

By analogy, estimate the co€(b) of the optimal The entire time of information receipt from each el
pattern LSMS for new conditions of functioning, ¢axd- ~ €Ment _Of the system =_{ i }’_i = 1rn can be pres_ented as
ing the current topological structue]S) can be repre- consisting of the following time intervals: (1) ept of a
sented as: request from the centar”, (2) transmission of the re-
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guest via the center-node chanmﬁ\J , (3) processing of where:k; andk, — marginal values of costs on reengi-
the request in the node’*, (4) transmission of the re- neeringk,(a,s) and operativeness(s), respectively.

A set of feasible solutions (4) generally consists
two subsetsS=S%JS*, whereS®is a subset of agree-
ment, in which particular criteria of costg(a,s) and

quest via the node-element channgf , (5) receipt of the
information by the system elemetit, (6) transmission of

the response via the element-node chamfiél, (7) pro- efficiency k,(s) can change concertedly, whi® is a

cessing of the response in the nayé, and (8) transmis- g pset of compromise (effective options), in whpetntic-

sion of the response via the node-center chan\fef ular criteria of costsk,(a,s) and efficiencyk,(s) are
strictly contradictory.
ko (S)=7.(3)=7C +7%Y (s)+ 7V1(s) + 7VUE + An optimal solution of any multi-criteria objective
Z(E) E'U( ) UZ' ' U£ ) h (_) ' (9) belongs to the area of compromise [21]. In a sdévalis-
+T17+17 +17°(s)+ 1 (s),i=1,n. crete two-criteria objective (11), an optimal sant

s° [0S belongs to a subset of compromise] S O S.

The tlmg intervals for transmission of requests anﬁone of solutions of th&~ subset can be improved by
responses via the channels center-mgtlés), element- 4 particular criteria simultaneously. In view thie latter,

node 7™ (s) as well as processing of requests and ré&election of the best option of topological struesu
s°[S for LSMSs consisting of relatively few elements

sponses in the node¥'*(s), r'2(s),i =1,n depend on : ;
ought to be accompanied by formation of a set efiah-

the amount of elements connected to each of thesn@d < )
the LSMS topological structure). Meanwhile, timgein V€S S and a subset of compromis' . The approach is
as follows [22].

The first of generated optiorsis integrated in the
set S* . Each of further alternatives 0'S is compared
sion of the response via the element-node chanfitare to each option belonging to the set of compromise
independent from the system’s topological structure sOSK. If a generated optiors 0S is the best of all

Since a desirable goal is minimizing the maximung,psetS¥ options in terms of costs and efficiency, it is

time for receipt of the information on the monitdreb- . . . .
jects, the efficiency criterion (based on the abegeation integrated in the subset of effective optiogS. If an

vals for receipt of a request from the certgr, receipt of

the information by the system elemarftand transmis-

(9) can be presented as follows: option s 0SX is worse than the new or®0S, it is
excluded from the subs&" .
Tic +ﬂ+TiE +ﬂ+ When the generation of alternative opti®gisS S (4)
q; q; i is completed, the subset of effective opti6fiss formed.
ko(S) = max - rgg (10) In general,Card S* << Card S which allows a consid-

I<i<n OCi + (Xi + ﬁl + ﬁl n n
E F E q_ izzlg)(ﬂ')ﬁi erable reduction of the memory capacity to stotera-
' ' tive options and save time for their further aniaslys

) The method of hierarchy analysis [23] is suggested
where: ¢, and g; — bandwidths of the center-node andor selecting the only solution from the subseefiéctive

node-element channel$y and h, — velocities of pro- optionss®OS .

cessing the request and the response in the systdes. Given the volumes of the existing LSMS and the ini-
When the monitoring system uses a not strictly déial set of feasible solutions (4), the set of efifiee solu-
terministic data collection technology that causetero- tions (11) can be quite potent. Therefore, the best-

geneous flows in the network, the correlations{)L0) promise solutions® S . ought to be found with the

are used for preliminary assessment of the opemss. cardinalist approach aided by the additive functiafn
Imitation models would secure a reliable assessmént general utility:
the time for information receipt in LSMSs [17-18].
P(s)= s)+ S) — max, 12
A METHOD FOR REENGINEERING (8)=Mé1(8)+adz(s) - a2 (12)
THE TOPOLOGICAL STRUCTURES
where: 7, — coefficients of significance of particular crite-
A mathematical model of a two-criteria task of reenyjg
gineering the LSMS topological structures includess
malized criteria of costs (8) and operativenes$: (10 k(s),0<7, <1,i= 1—,2,,71 0, =1;
ki(a,s) - min, ky(a,8) < k;; &(3) =1k (s)=k (k' (s)=k N, (13)
> _ NI _
ky(s) - {Eﬁ)n(ri} - %‘Q,kz(s)ﬁ Kz where: k(s), k™ ,k’'(s), i =12 — the current (for an

option s0S), the worst and the best values of a particu-
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lar criterioni ; 7, ,i =12 - a weight coefficient of a par- preferencesR°(s)), or have more than one solution. The

ticular criterioni , and 4 ,i =12is a parameter that de- only solution can be found by means of a reguldrize

termines the type of the utility function of a peutar
criterioni .

original task, ie. an additional criterion. Preferences
based on the relationship of strict prefereig S* ) are

The analysis of the objective functions (8) and)(10o,nd due to such criteria as the maximized minimum

revealed that the envelopes of their local extraneasin-

gle-extreme dependences on the number of noddwein

system. Therefore, the maximum point of the genatibl
ity function (12) is between the minima of the chsic-
tion (8) and the efficiency function (10) by thermoer of
nodes in the systenu .

Therefore we suggest that the task of reengineeri

of the LSMS topological structures should be solwgtth
the method of a directed enumeration of local en&ref
the objective function (12).

The method can be applied via preliminary assess-

Ejifference of the general utility function (12) afljacent

optionss;, s;,; U RS(SK ) or the maximum sum of their
differences.

Preferences that can be expressed as a ratio of

ﬁé{uivalenceRE(SK ) are provided with such criterion as

the minimum sum of the modules of values differeince
the general utility function (12). A lax preference

Rys(S* ), requires pre-selection of binary relations of the

ment of weight coefficients, ,i =1,n as well as parame- Strict preferenc®s(S* ) and the equivalencB; (S*).

ters 44 i =1,n of the utility functions of particular crite-

ria (12) — (13). They can be found by means ofrtiegh-

ods of expert assessment or comparatory ideniticat

[19-20].

The method of comparatory identification of the-pat

tern of multi-factor assessment (12) consists énftilow-
ing. A decision-maker or an expert determines tineditp-

tive utility on the set of optionsd S going by the val-
ues of particular criteria of cost (8) and opematiess
(10). The qualitative utility can be expressed byea of
binary relations of equivalence, of lax and stpcefer-
ences:

RE(SK )={(y,Z): y!ZDSK 1 y>' Z},
RNS(SK ):{(y,z): y,ZDSK ’ y>' Z},
RS(SK )z{(y,Z): y,ZDSK Y- Z}

and generally represented by the order of one effah
lowing functions:

m

Rus(SA):s°=s 25, 2..25,, (14)

RE(S"):s°=s =s;=..=5

RI(SH )X =X =X = .. S,

where: m — capacity of the subset of options used in S€hat

lection of the pattern parameters (12) — (13).

The method of a directed enumaration of local ex-
trema of the objective function (12) is as folloviRre-
sumably the system lacks nodes, u=0. The general
utility function’s (12) value is calculated for tHeown

values of the weight coefficientg ,i =1,n and parame-

ters 44 ,i =1,n of the utility functions of particular crite-

ria. If the selected topological structure satsfibe con-
straints of the objective (11), the obtained vabiethe
generalized  criterion is viewed as record

P (s°)=P(s,u=0),and the obtained optionas locally
optimal s°.

Let us increase the number of nodes: 1. Analyz-
ing the options for the topological structure witsingle
node we find the best option among those which rifeet
objective constraintsP” (s,u=1).

If P (su=1)<P’(s°), the best option iss® ,
where the number of nodes iis=0. Otherwise, we in-
crease the number of nodes in the systan¥ U +1) and
distinguish best option of the topological struetamong
those which satisfy the objective constraints uhi val-
ue of P* (s,u) decreaseB* (s°).

CONCLUSION
1. The study formulates the task and presents a new

hematical model for reengineering the topoldgica
structures of centralized three-tier large-scalaitooing

Systems of equations and (or) inequalities aredasgy stems (LSMSs) in view of the indices of efficigrand

on the set order of alternatives (14) and compleetchy
the following ratios:

0<n <144 >0,i=12u n, +n7, =1.

cost, which is aimed at optimization of large-scale

jects.

2. The analysis of objective functions of the thsls
revealed that such functions are one-extreme ireldb
the number of nodes in the system). On this basés,
have suggested the method of a directed inspecion

The best values of parameters can be selectedeby fhca| extrema of the objective function to solve firob-

criterion of the minimum error in the recovery bétdeci-
sion-maker’s (expert’s) preferences.

lem of reengineering the topological structureteims of
their efficiency and cost. In contrast to the methmf

However such formulation of the task is not correatxhaustive search, the suggested approach corsigera
(by Hadamard). In general, such task may have he sonarrows the search area and facilitates the sexretiec-

tion at all (if the decision-maker mistakenly haedfied

tive solutions.
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Abstract. The analysis of implementation technologynajority countries of the world. At that efforts thfe states

foresight in various countries is carried out whitiowed
that for today foresight is used as the systenrunstnt of
formation the future allowing to consider changasall
spheres of public life: science and technologiesnemy,
social, public relations, culture. Types and stadt

are directed both at stimulation of research angldpment
works in the advanced areas of science and tecpieslo
and on definition of national priorities of sciditi and
technical development [1, 2]. Practically in allvdmped
countries the special programs of defining priodtgas of

elements of technology foresight are separated. Thklevelopment science and technique are periodicedigted.

necessity of further research the problem assatiafieh
increasing the efficiency of foresight-projectsatigh its
informatization is shown. Thaim of the article is to
describe process of synthesis the model of infamaid@dn
as technologies foresight in general, and its $igacriants
(foresight-project). Informative and formal statetse of
problems synthesis system model (SM) choice ofrities
in the implementation of national foresight-resbasc are
given. Approach to construction of SM technologsefight
in the form of the two-level hierarchical systemrmsisting
of the functional and methodical levels is offeréd.that
the functional level includes a set of types anthpses of
technology foresight, and methodical - reflectgamsition
way from input elements to output. For

a furtheprediction were carried out Naval

The methods used in development process of these
programs received the generalized name foresighm f
English - "foresight", and until now proved thenved as
the most effective tool of a choice the priorities the
sphere of science and technologies.

The concept foresight arose in the 1950th yeartien
american corporation "Rand" where solves the proble
definition of perspective military technologies. \ttey
faced with insufficiency of traditional predictiveethods
(quantitative models, extrapolation of the existing
tendencies, etc.), experts of "Rand" developed #hade
Delphi [3], which became a basis of many foresight-
researches. In the 60th years large-scale opesatm
and air-force by

concretization of SM, taking into account the sedc departments of the USA. From 1980th years foredigist

properties of discrecity and determinancy, the mettical
apparatus of the automata theory is used. In thée ¢he

system is represented in the form of automaton hvhimineties within

processes the discrete information and changdstémal
states only in admissible timepoints. For
implementation of model technology foresight is soged
to use network models which, in general, providegadcy
of the formal
Reasonability of use the apparatus of Joiner-nétsvgiN)
defines a connectivity and directivity of transnoss of
output results as input alphabets is shown.

Keywords: technology foresight, scientific
technical development, system model, national fghts
researches, types of foresight, structural
foresight.

INTRODUCTION

During a globalization era support of world leadgrs
in the sphere of hi-tech productions and
technologies belongs to number of fundamental piesr
scientifically - technical and innovative policied the

become used in the European countries [4]. Foresigh
reached the heyday as an analysis method in the mid
national programs of technological
prediction which still remain the main scope of lagadion

computedioresights. For today foresight is used as the esyst

instrument of formation of the future which allows
considering changes in all spheres of public Igeience

representation of foresight-reseascheand technologies, economy, social, public relaticofure.

THE ANALYSIS OF RECENT RESEARCHES
AND PUBLICATIONS

and

Recently is observed the increase of number the

elementts publications devoted to research of theoretical aradtical

aspects application of foresight — technology odigleing
the future is [4 — 15]. Foresight started usingvaty since
the beginning of the 90th years by the governmehthe
U.S., United Kingdom, Germany, Japan and Australia
to 2000 years number of such countries exceededt3be

innovativpresent time this technology has been adopted migtio

Western Europe, U.S. and Japan, but also in a nuofbe
developing countries and countries with economies i
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transition (Poland, Czech Republic, Russia, Belarus In the context of foresight there is a questionukam

Ukraine, etc.) [16-26]. assessment of the possible prospects of innovative
Under foresight understood the process ofdevelopment connected with progress in science and

systematically identifying new strategic directiorf technologies, outlines the possible technologiaaizions

scientific and technological achievements, whicthimlong which can be reached in case of investment of iceftiads

run will have a serious impact on the economic sncial and the organization of systematic work, and alabgble

development of the country [27 - 29]. Technologsefight effects for economy and society.

has the following main characteristics: In practice, there are various types of the fotes|§,
- foresight is a systematic process; 27, 29] as each foresight-project differs from oshén
- central place in this process, is taken by thensifie ~ various parameters: to the contents, depth of aisaly
and technological directions; scales, time frames, the territory of coveragenumber of

- priorities are considered from the point of view ofarticipants, the available resources, etc. Tygderesight
their influence on social and economic developnuérthe —are shown in fig. 1.

country; On the basis of the carried-out analysis of retiina
term. possible to allocate its basic structural eleméigs 2).
FORESIGHT
b b
on the territory on analysis on spheres of carrying
of coverage depth out foresight
— interregional, - territorial, — scientific and
— national, — thematic , technical,
— regional - corporate — economic,
— social,
— educational

Fig. 1. Types of technology foresight

N

Methods of foresight

Tvpes of foresight Purposes of foresight

Stage of foresight
e corporate, o forecasting of ¢ Delphi method, ethe formation of a
* thematic, tendencies  (scenario e development of group of participants
& national, of development of the scenarios, of foresight studies,
e regional, future), * method of s the cgllection of
e interregional, ethe analysis of the "critical data (information)
e scientific  and existing situation technologies” for the foresight
technical, (chqice of prior.ities, * SWOT-analysis, study )
s social, critical technologies), ¢ PEST-analysis. e processing of data
e economic, * development of new o technology (information);
e educational ideas concerning the roadmaps, e coordination  and
future * expert panels approval ofthe result

! e and etc.

Fig. 2. Structural elements of technology foresight

Considering experience of various countries it is OBJECTIVES
possible to claim that for today there is no unifanodel of
foresight, each country adapts this technology unideir The aim of the article is to describe process of

specific goals and requirements, and methods of itynthesis the model of informatization as technieleg
realization are badly formalized and mostly are ezp foresight in general, and its specific variantsréfight-
therefore, there is a need of further researcth@fgroblem project).

connected with increase of efficiency of foresighbjects.
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STATEMENT OF THE PROBLEM On the functional level displayed the main purpoe
the technology foresight (analysis of the existgiigiation
As initial data for informatization of technology (the choice of priorities, the search for crititethnologies),
foresight its mandatory constituent elements apfeeaet of prediction of tendencies (described of development
stages and methods of technology foresight). scenarios), etc.), which in turn can be decompdasedsub-
To solve the problem it is necessary to develop goals (stages), depending on the type of foregigdtional,
formal means by representation of decision-makirnggss corporate, scientific and technical, social, etclhe
in the implementation of technology foresight, byeuof methodical level reflects the transition way frohe tinput
adequate mathematical means. to the output elements and contains as methodshiddng
As a result of the solution of the task the model ahe purpose (set of methods for technology fordsigind
computer implementation of technology foresighttihe conversion technology from input to output elements
form of a set of stages and collection methodshefirt (certain methods and order for their implementgtion
computer implementation will be created. Implemtata The provided description of technology foresight is
of the specified model will allow to increase eifiecy of initial for its formalized description on the séebretic
foresight-researches due to transition from hdaristlevel, at that the general problem statement oft@sis the
procedures to their formal description, and also tmodels of computer implementation of technology

informatization of technology foresight. foresight, given on the set-theoretic level of diggion, is

similar in its structure and content to the gengralblems

RESEARCH OF STRUCTURE OF statement of decision-making problems in the caoit of

TECHNOLOGY FORESIGHT, AS A DIFFICULT a multicriteriality. A formal set-theoretic desdign is
SYSTEM carried out using the following model:

For computer implementation of technology foresigh
necessary to formalize it, by development of thelehowith a
known level of adequacy reflecting all stages ef fitresight-
research. The technology foresight consists of @& ofe
interacting components - subprocesses (foresigkreh
stages) and possesses the following row of the prajperties: foresight;

—hierarchies - actions of subsystems of the toplleve ©={8}.i :ﬂ - set of goals technology foresight
depend on the actual execution by the bottom lesetkeir that indicate a given state of technology foresight

?=(0,G,/.Q2), 1)

where: @={¢gy},g=1m - the set of types technology

functions; - '
_discretizations - correlation between elements of © - G0 G1 - Set of initial Go and _fmaIGl states of
system (subprocesses) is carried out sequentially; foresight technology, at thay n Gy # U ;
—determinancies — all transitions between elemefhts 0 /4 ={Aq}.q =1,z - set of stage of technology

system are strictly defined, i.e. transition to thext foresight:
happens on condition of successful execution of the ’ o
previous subprocess. Q={wj}j=1n - plural sets of methods technology

To select a special mathematical apparatus whigbresight.
would consider the selected main characteristics of For the description of dynamic properties by meains
foresight-researches, it is appropriate to conduatielling system model, we will enter the following concepts:
which will allow to receive an holistic, systemidew 1) TimeTis a linear ordered by the relatios ™ a set
model, allowing to reveal correlations of elementsftimepointst:
technology foresight, possible states of each ettraed
the relation between them.

Technology foresight representable in the form T=<T°={t}, <>:t0[tp 1], (2)
multilevel structure described from positions ofsteyns
theory [30]. This structure should reflect the miogportant
characteristics of the simulated system, namely:

- that the technology foresight consists of intetesla
subsystems, which have a right to make decisions;

- that these subsystems form a hierarchy.

On the assumption of that, theoretical-system motiel o' DoxT:o" ={o'}Our (0" )={t} 0T, (3)
technology foresight represented in terms of fuomai-
method relations [31], in which a function is ursteod as
subject needs for receiving some result, and a adeth
some process by which this result is obtainedhis tase,

the upper level of technology foresight is set e t giatusesp! to a set of timepoints.
functional part and the lower - the methodical.

where:t, - initial timepoint in the intervatyt] ;
2) the instantaneous state of technology foresight
for a period of timeT:

where: HT(@T ) - projection of a set of the instantaneous
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It (@' ) is understood as a set of those elements ®=(0%xoM ),
from T which are projections of elements fromT()on T. o? :(Gg xo" ) > GI, @)
For a couplesqﬁt =(®,t) projection elementd’ on the oM (OxN) - 2

setT serves the element t. Instant state of stage téagy

foresight e 0@ making in a timepoint t some evemwhere: (pcp' t;DM - functional and methodical parts of SM

(e.g. appearance of data at the input or outpustale of technology foresight;

technology foresight), relating to this stage. o .
9y gh g g Gg,GI - initial and final states of technology

I T . T
The initial G, and final G; states of technology foresight for the time periot:

foresight represent the sets, including prehistofyits
instantaneous states for the period of tim® some initial
and final timepoints. period T.

Using the introduced concepts, build the functigueat SM of technology foresight is shown in fig. 3. Oret
@7 input of stage technology foresight when he is ame
initial state, incoming input action in the form gfven
purpose, which upon reaching of it this stage shad to
% OP(G) x4 xG] ) (4) the desired finite state.

o' - set of goals technology foresight for the time

of a system model technology foresight as follows:

Functional Level

In the particular case? it can be given mapping

?? (G} x0") - G{, (5)

where: Gg ,GI - initial and final states of technology q'—-[

foresight for the time period T; i i i Methodical
O - set of goals technology foresight for the time e Level
period T.
Mapping (5) shows, that the final status of anytred
stages of foresight - a function of its initial tstaand Fig. 3. Structural diagram the system model of
specified goal of this stage, specifying theseestat technology foresight
Methodical part of the modelw™ is intended to
describe the possibilities on any stage technofoggsight For a further concretization of SM, taking into acnot

to reach certain values of the OUtpUt value for fiked the selected properties of discrecity and deternujw’athe
initial state and a specified goal, i.e. reflectsamsition way mathematical apparatus of the automata theory esl.us
from input elements to output: this case the system is represented in the forautafmaton
which processes the discrete information and cheariige
internal states only in admissible timepoints [3Eor
computer implementation of model technology forbsig
supposed to use network models, namely, the apsacdit

o T . Joiner-networks (JN) defines a connectivity ancdirity
where: ©@={6 }.i =1k - set of goals technology foreS|ght0f transmission of output results as input alphabaN is

that indicate a given state of technology foresight extension of Petri nets and differs in existencespécial
A={Aq},q=1z - set of stage of technology starting and flag functions which are formed byitaay
foresight; boolean functions and allow to describe logic ofwaek
_ L functioning [33, 34]. Each transition in JN (teclogy
Q={wj},j=1n - plural sets of methods teChnOI(ngforesight stage) with a set of input and outputitpmss
foresight. compared automaton:
As a result, the system model (SM) of technology
foresight will be the following:

oM (oxn) - 2, (6)

A={(y,4,P.R), ®)
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where: P( pq,....Pn ) - @ set of input and output positions; P,
Y(p1...., Py ) - starting function, defining conditions P;

of start transition and the corresponding subp®¢astage

of a foresight-research}y( py,...,py ) =1, where value of

position p; =1 - the appropriate event arosp, =0 - the

event didn't arise, or was "erased" from memoryaof

position;
¢(p1.-,Pn) - the flag function giving new values Fig. 4. The internal structure of a typical stage

to all positions (input and output) after the effigpmcess; foresight-research in the form of JN
R(r1,....Iq ) - a register memory of positions where

are remembered the value§0, 1} signaling about

emergence (not emergence) of the appropriate events CONCLUSION
Operation of the elementary automaton is giveshey t
boolean equations for each transit®n 1. Shows the informative and the formal statemént o

the problem of synthesis the model of computer
. o implementation of technology foresight.

S @(p(t)Pn(t)) — P py(t+1):= 9) 2. Create the system model of implementation the
={0.1},....pn(t+1):={0,1}) foresight-researches based on event approach isiatec
making that unlike the existing allows to displéye
difficult nature of foresight and provides transiti from

T_h_e system ithe logical equations compared t@ eaﬁeuristic procedures to their formal description fiarther
transition S; (i=1,k) between stages of a foresight-informatization of technology foresight.

research sets a network of automata which is oddalyy 3. It is shown that network models, generally, jdev
identification of the appropriate positions of taegitomata: adequate formal representation of foresight-retesrand
the most appropriate instrument of representativasight-

S (Ri(t)) - #1(P(t+1)) researches is the JN.

S 1o (Pa()) - do(Po(t+1)) (10) REFERENCES
. 1. Kalna-Dubinyuk T. 2012. The development of
Sk ¢k(R(1)) — Bk(Re(t+1)) ) e G ees pme
electronic extension service in Ukraine on therima&onal
platform. Econtechmod. An international quartedwrnal.
The automaton launches subprocess if the vector gp|.1, Ne3, 29-34.
positionsP(t) correspondsyy =1, and by finishing of its 2 Kharchuk V. and Matviyishyn V. 2012. Modelling
operation change of a vectB(t+1) happens according to techniques for rational management decisions cerisigl

flag IfEun(;wtionf ¢ a toresiaht n © it infnovative risk. Econtechmod. An international dedy
ach stage of a foresight-research presents 'S%urnal. Vol.1 N3, 25-38.

separate subprocess, representable in the fornmetveork, )
which controls “"switching on” of own process and 3 Dalkey N.C. and Helmer-Hirschberg O. 1962.

delivering of the synchronizing events to othemedats of An experimental application of the Delphi methadthe
a network. Fig. 4 shows the internal structure of @f use of experts: Rand report No. RM-727-PR. Calitorn
foresight-research stages in the form of JN. Thgiméng Rand Corporation, 16.

of a stage &, and an eveny/ =1 controls the beginning 4. Johnston R. and Sripaipan C.2008.Foresight in
of the stages,. The termination of a stage- S, and event the Countries of Central and Eastern Europe. Thelblaok

P =1 controls its termination. Formally transition IN Will  of Technology Foresight: concepts and practice; 255.
respond the elementary finite state machine, Vhithstates: 5. Salim'yanova I. G. 2011.Foresight as a tool to

S - process in a standby modg;- process in an operation determine the priority areas of science and teduyol

mode. i . - )
Modern high technologies. n. 1, 95 - 97. (in Russia
6. Sokolov A. 2004.Long-term forecasting trends of
development the education by methods of foresight.
Education, n. 3, 66 - 76. (in Russian).



24 |. Shostak, M. Danova

7. International Practice in Technology Foresight. 19. Cuhls K. 2008. Foresight in Germany. The
2002. Vienna, Austria: United Nations IndustriaHandbook of Technology Foresight: concepts andtimec
Development Organization, 303. 131 - 153.

8. Martin B.R. 1995. Foresight in Science and 20. Johnston R and Sripaipa C. 2008The Handbook
Technology. Technology Analysis &  Strategicof Technology Foresight: concepts and practice,-2Z55.
Management. Vol. 7. Nr 2, 139 - 168. 21. Keenan M. and Popper R. 2008.Comparing

9. Becker R. 2003 Corporate Foresight in Europe: A Foresight 'Style' in Six World Regions. Foresidt(6), 16
First Overview. Office for Official Publications ofhe - 38.

European Communities, 25. 22. Popper R. and Medina Véasquez J. 2008.

10. Popper R. 2008. Foresight Methodology. The Foresight in Latin America. The Handbook of Teclogyl
Handbook of Technology Foresight: concepts andtipgc Foresight: concepts and practice, 256 - 286.

44 - 88. 23. Kuwahara T. 2001. Technology Foresight in
11. Shostak I. V. and Danova M.A. 2012Approach Japan - The Potential and Implications of DELPHI

to automating the process of forecasting of sdientind Available online at: <http://www.nistep.go.jp/

technological development of the region based ocachiev/ftx/feng/mat077e/html/mat077ee.html>

technology foresight. Collection research works litlfy 24, Toth S. 2001.Technology Foresight in Hungary.

Institute Kyiv National University named after Tara Available online at: <http://www.nistep.go.jp/achie

Shevchenko. 38, 151-154. (in Russian). ftx/leng/mat077e/html/mat077ke.html>

12. Danova M.A. 2013. Methods of selection 25. FUTUR - German Research Dialogue. A new
priorities for forecasting the scientific and tewah perspectives into the existing BMBF research. @
development of large-scale objects on the basis ofline at: <http://www.futur.de>
technology foresight. Aerospace technics and tdogyo 26. Malitsky B.A., Popovich, A.S. and Soloviev, V.P.
7(104), 227 — 231. (in Russian). 2004. Guidelines for predictive and analytical research

13. Shostak I. V. and Danova M.A. 2014Approach under the State program of forecasting scientific,
to complex automation national foresight projectstechnological and innovative development of Ukrakiev,
Aerospace technics and technology. 8(115), 1798- i8 Ukraine:Phoenix, 52. (in Ukrainian).

Russian). 27. Technology Foresight Manual. 2005. Vienna,

14. Saritas O. 2004.A systems analysis of British, Austria:  United Nations Industrial Development
Irish and Turkish foresight programmes. Proceedinfjs Organization, 261.

Seminar: New Technology Foresight, Forecasting & 28. Gaponenko N.V. 2012. Foresight. Theory.

Assessment Methods. Seville ,44 - 64. Methodology. Experience. Moscow, Russia: Yuniti-Ban
15.Malaga-Tobota U. 2012. Influence of technical 238. (in Russian).

infrastructure on economic efficiency of farms withrious 29. What is Foresight? Available online at:

production trends. Econtechmod. An internationartgrly  <http://foresight.hse.ru>

journal. Vol.1,Ne2, 25-30. 30. Volkov V.I. and Denisov A.A. 1997.

16. Loveridge D., Georghiou L. and Nedeva M. Fundamentals of the theory of systems and systeysis.

1995. United Kingdom Foresight Programme. Manchester!- Petersburg, Russia: SPbGTU, 510. (in Russian).

UK: PREST, University of Manchester, 200 31. Quaid E. 2001. Analysis of complex systems.
' sh I bsk 2004." o h Moscow, Russia: Progress, 520. (in Russian).

17. Shelyubskaya N.V. 4."Foresight” - a new 32. Gorbatov  V.A.,, Gorbatov A.V. and

mechanism for determining the priorities of thees&rience Gorpatova M.V. 2008. Automata Theory: a textbook for

and technology policy. Problems of the theory aratiice university studentsMoscow: Astrel', 559. (in Russian).

of management. n. 2, 60 - 65. (in Russian). 33. Stolyarov L. N. 2004. Joiner—network to simulate
18. About approval of the actions plan onthe interaction of parallel processes. Modelling of

implementation of fundamentals of policy of the Has mansgezal r?_rockefsssls' ?_1 - 9;' ([':” Fteushsmn)b A 2008

Federation in the field of development of science a - ArShInSKy V. L. an artysnev L.A. ;

: . ! Simulation of situations with use of cognitive magsd
technologies for the period till 2010 and furtheogpect. jginer-networks. Modern technologies. System aimlys

Act 2002  (Pr-576).  Available  online  at: Simulation. 4(20), 148 — 151. (in Russian).
<http://www.scrf.gov.ru/documents/22.html>



ECONTECHMOD. AN INTERNATIONAL QUARTERLY JOURNAL - @215, Vol.4, No.3, 25-32

A MATHEMATICAL MODEL FOR EVALUATION THE EFFICIENCY OF
GAS-MAIN PIPELINESIN TRANSIENT OPERATIONAL MODES

V. Chekurin,Yu. Ponomarydy O. Khymkd

! Kuyavy and Pomorze University in Bydgoszcz, e-maihekurin@kpsw.edu.pl
2PJSC “UKRTRANSGAZ” The Branch “Research Institut€as Transportation”
3 Lviv National Politechnic University

Received July 15.2015: accepted August 16.2015

Abstract. A mathematical model for control by A mathematical model for control by transient modes
transient modes of gas flows in the long-distanes gof gas flows in the long-distance gas pipeline is
pipeline is considered in the paper. The long-dista considered in the paper. In the frame of this maddel
pipeline is considered in the model as the systéime integral parameters which determine the expenditire
segments serially connected via compressor stateas energy and durations of the transient mode aredoted.
motion in such system is described by the non-tinedhese parameters can be used for formulation the
system of equations of gas dynamics. In the frafrtis  problems for optimal control by steady-state amatgient
model the integral parameters which determine thmodes of operation of main-gas pipelines.
expenditure of energy and durations of the transierde
are introduced. These parameters can be used for
formulation the problems for optimal control steadgte
and transient modes of operation of main-gas pipsli

Key words: gas-main pipeline, transient modes 9
operation, models of gas dynamics, control by femts
process, efficiency of gas transportation, duratimin
transient process.

THE PROBLEM STATEMENT

f We consider a long-distance pipeline as the system
ine pipelines (segments) serially connected via
compressor stations. Each segment is long pipeGiaes.
motion in such system is described by the non-tinea
system of equations of gas dynamics. The equatidns
this system bound the parameters of gas states(pees
P, mass densityp, and temperatureT) and the

Long-distance gas pipelines are used in mararameters of gas motion (velocly and mass fluxJ)
countries for natural gas delivery from the prodgci in each segments. The system should be complemented
areas to market areas. The gas transmission sy&€8) by the conditions, which take into account the effef
of Ukraine resolves two main functions: supplieg ththe compressor stations on the gas flow. Theseitoons!
internal customers by natural gas and transits @gntral couple the gas-dynamics parameters of adjoining
and Eastern European’s countries [1]. The lengtthef segments.

Ukrainian gas-main pipelines is over 37 thousanas k  In stationary modes the state and flow parameters i
They are provided by 71 compressor stations, tregatlv €ach segment are dependent just on the spatiadinate
power of which exceeds 5400 MW. High power of th@long he tube’s axis whereas the interface comitare
compressor stations, high pipeline’s capacity, Whicconstant. In transient modes the interface conuftio
substantially exceeds the average annual gas foough change with time whereas the state and flow paensiet
it, and availability of underground gas storagelitis of ~ are functions of the spatial coordinateand timet :
capacity 3110° m®* make it possible to deliver big amo-

unts of gas on long distances in short time perjdts pP= P( X t), p= p(x,t), T= T( X t) \Y =V( X t),

The expenditures of energy for gas transportatien a _
dependent on mode of GTS operation. Steady-state J= ‘](X' t)'
operate modes are the most effective ones if thémaa
pressure in the pipeline is close to maximum alloea These functions can be determined by solving the
pressure and the compressor stations work with tf@undary-initial value problem, formulated withimet
highest efficiency. But in practice the necessityuse Mmathematical model describing the mass, momentuin an
transient modes under which the inlet and outlesgures energy transfer in each segment. With the use ef th
and flow density in the pipelines vary in time. e obtained solution one can calculate integral patarsef
transient modes the expenditures of energy can Hee transient flow — the mass of the gas contaimregach
considerably higher in comparison with the statigna segment, the duration of the transient process, the
modes. In this connection the problem of minimizatof ~expenditure of energy spent on its realization etc.
energy costs of gas transportation in the transiesdes We suppose that inlet and outlet pressures can be
of operation of gas-main pipelines becomes actual. measured with sufficient precision as functionsirog:

INTRODUCTION
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R"=R"(t), B =R™(t). P=Ru, T=¢ p, c=RT/y,, 3)

We can use these functions as the boundary _ )
conditions for each segment. In such way we defive Where: R - stands for the universal gas constany,- is

functionals, which for any pair of functions: molar mass of the gag, - compressibility factor of the
_ gas, ¢, - stands for sound velocity in the gas with molar
{P{” (1), Pf”t(t)} mass|,, at temperaturd .

_ N _ The compressibility factorz takes into account
determine two positive numbers: — the duration of the departure of thermodynamic properties of real gasf
transient process, an&/ — the expenditure of energythe properties of ideal gas. The are different eicgdi

spent on this process realization. formulas representing this thermodynamic paramaser
Similarly, if to suppose that inlet and outlet mas$unction of pressuré® and temperaturd . Among them
fluxes can be measured: the formula of American Gas Association (AGA), whic

is valid for pressures up to 7 MPa:
=30 (1), I =321,
z(P.T)=1+0,257(H )~ 0,534 ¥ B T/ 7. (4)
we can consider another three pair of boundary
conditions:
where: T, and P, stand for critical temperature and
(R (1), 32 (0}, {ar (1), R (0} and{al (1), 32 (0} . pressure
The force f; in formula (2) takes into account the
The boundary-value problems, formulated with theiscous friction in gas volume, in the boundaryelagnd
use of these conditions, define the functionals faon the inside surface of the pipe’s wall. For suéfintly
determination T and W for corresponding transient high flow's velocity (turbulent flow mode)f, can be

process, controlled by given pair of the parameters determined by formula:
THE MODEL FOR GAS-DYNAMIC IN A LONG AV
PIPELINE -
fo=——pV, 5
R=5p P (5)

We will conduct the study within the one-
dimensional model of gas-dynamics, describing non- . )
stationary motion of natural gas in a cylindricgpepof Where: A - stands for the coefficient of hydraulic
constant diameter. Such models were consideredamym resistanceD - is pipe’s inner diameter.
authors [2-12]. Here we restrict ourselves by the The Haaland explicitequation [6] enables to express
isothermal case, supposing the temperatlireas the ParameterA throughthe heighte of roughness on the
given parameter, independent on coordinat@nd time inner surface of the pipe’s wall ariReynolds numbeRe
t. In this case the flows in the segment are desdrty Of the flow:
two partial differential equations — the equation mass

balance (equation of continuity): 1 6.9 (D)}
Lo isig _+(_j .
NG Re (3.7
@ +ap_v =0 (1) ) )
ot ox Using formulas (3)-(5) one can reduce mathematical

model for motion of the gas in the pipeline to rimear
system of two partial differential equations. Angirmpof

the parameter¢p,V), (p,J), (P,V) or (P, Q) can be
VvV h used as key functions for this system. Here:
—_—+

9
o T PV HP)rpg + =0 2)

and equation for balance of momentum:

J=pV and Q=VnD?/4

where: g stands for acceleration of gravitii=h(X) is are the mass and volumetric flow rates. Though the
the function, determining the elevation of the fiijpEs systems of equations formulated for different paifs

axis; f, stands for the density of average frictionaparameters are mathematically equivalent, the chkeg
force [4]. functions can be significant for algorithms for nenial

Density p of the gas is depended on its pressBre solving of the corresponding problems. With thisviaw

and temperatureT . The dependence is defined by théVe chose the parametes=p(xt) and J = J(x 1) as
equation of state: the key functions for mathematical model. So, wiiob
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op 0J _ In the dimensionless variables the system (6), (7)
-t =0 (6)  takes the form:
ot ox
2 J|J o .
a_‘]+@@+i J_ +LL+gﬂp:0_ (7) @‘FMaﬂ:O
ot dpox ox\ p 2D p dx ot PT: , (12)
As we can see the equation (6) of the system 78), ( o 1 0P a(j2
is a linear one in this case. EEZ(PI)E"’M%_E el
Without restriction of generality we can treat the P (13)
compressibility factor z as a function of the state M i +dy~ -0
parameterg andT . Hence of the base of (3) we have ap E d—zp -
P _ _ 9z(p, T)
o Z(p.T), Z(p,T)= 4p. N+p o (8) Here the denotations are used:
In particular, for compressibility factor in therfo Ma = %o =£, B:ﬁ, y:i, H, = GoVo )
(4) relations (8) look like PoCo G 2D Ho g
1 .
2(p,T)= , In the stationary case:
1—’3(0,257— o,53%j i _
e . ©) 0p/dt=09j/at=0.
Z(p,T)= 7 . . .
o So, it follows from equation (12), thajt(&) = const.
1-—0,257- 0 53.;,-3
A T With this, the equation (13) can be reduced tddhe:
20 2% dy .5
where:p, =P,/¢ . d5 Ma?Bj p+Mad—Ep
If functions p(x,t) and J(xt) are known one can g = Z()p -MaZ (14)

easily calculate the pressufRyx,t) and velocityV (x, )

as functions of coordinate and timet : Obtaining ordinary differential equation descritibe

steady-state distribution of the mass density pipeline
z(p)p, Vv =J/p. (10) in stationary mode. This non-linear equation can be

solved numerically with the use a Runge-Kutta meétho

When the densityp of the gas is known one can calculate

Let B, and J, be some characteristic values ofits pressure with the use of the state equatian (3)

pressure and mass flux. We introduce the normalized
dimensionless coordinate, time and dependent \asab THE MODEL FOR CONTROLLING OF THE
TRANSIENT PIPELINE'S OPERATIONAL MODES

£= 21_1,1 -t P -P ’ The equations (12), (13) describe a wide clasof n
L to Po 11 stationary (dynamic) motion of the gas in pipelinége
J V] (1) chose from this class so-called transient motias.each

P
3 p :F'V: V. time we will consider a dynamic mation, which haeb
0 0 started from some known steady-state motion anbdbeil
finished as other steady-state motion. l.e. we edlisider

where: L - is the section’s lengtht, = L/c, - is the dynamic processes being transitions between twadgte
state processes.

characteristic time,p, - stands for characteristic mass | ot 39 and J* be the mass fluxes in steady-state

density, which corresponds to characteristic pressu modes 0 (beginning mode) and 1 (finishing modey,

p=¢ and P° be static inlet and outlet pressures acting in the
0 _Coz(po)po' . 1 _

mode 0, P° and P. be static inlet and outlet pressures
and characteristic velocity: acting in the mode 1.

We can find pressure distributions in modes 0 and 1
V, = J,/Ps - using the steady-state model (14). To do that werpilne
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equation (14) j=j°= O/JO , solve this equation of time are given (the conditions of the first Kind) on
both ends flux as functions of time are given (the
conditions of the second kind); iii) inlet pressuaed
conditions (15) apu =0 : outlet flux as functions of time are given; iv)enlflux
and outlet pressure as functions of time are giftae
mixed boundary conditions). Due to this we consiier

subordinating its solutiop® = ° (&) to one of boundary

f)“|£=fl =P~ F~)“|a:1 =p., A=01, (15) system (12), (13) the next boundary conditions:
where: Al =p-(1). 0, =p.(7), (18)
N p¥ - P! ey = 1-(1), ey =14 (1) 19
e CR T CR N e T "
0 ~ 0 0 iy 0 ﬁ|£:—1 =p. (-[)' j|£=1 =j, ('[) , (20)
j =j pl._ =p . 21
Then we put in the equation (14)=j'=J3"/J,, llees =1-(0) Ples =P (7) @D
solve this equation, subordinating its solutiph= §* (&)
to one of boundary conditions (15) jat=1. Here:
We use the first of two conditions (15), when ie th
stationary modeu inlet pressure is given, and we use the P. (rto) ) ( ) J, (TIO) (22)
- )T =—

second condition (15), when in the stationary mqde p: (1) = cozz( P(tt), T)po’
outlet pressure is given.
Using the obtained solution we can find the pressur

distributions in stationary modes 0 and F(x) and As the transient mode begins from the mode 0, we

have the next initial conditions for system (14A8)
P?(x) in the section: y (125X

Al =0"(8), =1 (23)
P()=R&B (F L) 48" (£ L), T (A7)

Four initial-boundary-value problems (12), (13),
We can find also the value of pressure on the dfgpos(18) (23); (12), (13), (18), (23); (12), (13), (19E3); Ta
end of the pipe for both modes. For instance, itha (12), (13), (20), (23) define corresponding fourdals to

mode p the inlet pressureP*is given, then the outlet control the transient flow in each section.
We will restrict our consideration by control

H i .
pressureP;" for this mode can be can be found as: functions P, (t) and J, (t), which are monotonous in the

P = Rep (1) Z(f))\ (1), T) intervalsl:IDf', Pj] and I:JO Jl:l correépondingly.
To do this let consider the function:

Otherwise, if the outlet pressurB! is given, the

outlet pressure will be found as: q)(t A) ) t/OA O<tts<(2 oo o
P =Re (-1) 4p*(-1). 7). Lo A<t

one can change the mechanical power, which tHg the forms:
compressor stations transfer into the moving gdmatT

will be attended by varying of values of the gasaiyics P(t)=P° +( P - I?°)¢( tAf)
parameters on the both ends of the each section. B o
We suppose, that inlet and outlet pressure, and, in R(t)‘ P+O+(P+1_ Eo)‘b(t_ tD’A+)
some cases, inlet and/or outlet mass fluxes can be 3 ()= +(J1_ Jo)d)(tAf),
measured with necessary precision as. It means fdaha (25)
each segment we dispose functioRs(t), representing J, (t)=2° +(J1— J°)¢( t- t’.Af)

the time variation of inlet and outlet pressures.sbme
case we can dispose function‘s_(t), representing the where: t* and t’ are real constants which define
time variation of the inlet and outlet fluxes. delay/lead the outlet control functions relative itdet

Such assumptions enables to consider independé&HEs. -
problems for each segment and use for it four tygles  The boundary conditions (18)-(21) take the form:
boundary conditions: i) on both ends pressure astions
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pl._, =p°+(p: -p°)d(1,4°), . i(-L0)-j j(1T)-j*
P elo el ey =P g g I
Ble... = +(P} -p7) o (r-7".4%) . . (31)
. o (e . p(-11)-pt p(L1)-p;
il =i+ (i =i%)6(r.al), o 6E(r)=‘%, &(1)= %
. . - 1
oo =10+ (i1 °)0(t-1',a1)
,3|£:7l =p° +(f>f —ﬁ?)d)(t,AE), The measures of second kind determine deviations of
. o (1 .0 S (28)  the current values of integral characteristic ipefine’s
Ygzag = +(J ) )¢(T_T ’A+) volume. We will consider two kinds of such measures
j|z:—1 =j° +(j o °)¢(T,Ai), 09 \(/\;r;?ch corresponds two equations of gas dynamicsu(él)
Bl =P0+(p: -p%)o(t-1.0) The first measured" (1) defines deviation of the
mass containing in the pipeline at the current mante
where: from its value in the stationary state 1. The sdcone
determines the current deviation the value of the
momentum of gas containing in the pipelines:
A A P,J P,J
S F%P“ 7’ jkzj_’AiJ:Att ’Tmztt_' )
c, Pzl B, o . N
o Po + 0 0 I|D(E,T)-pl(ﬁ)|d5
M) =2—; .
Thereby due the suggested approach any of the jpl(é)di (32)
control model (18) — (21) is defined by 7 scalar 1
parameters. For instance for model defined by baund j-| . (E T)_ '1|dE
conditions (28) they ar®°®, P, A", J°, 3}, A’ andt’. 5 (1) =2 net=l

Solving the initial-boundary-value  problem,
corresponding to any of control model (18) — (2dg

obtain two functionsd(,1) and j(&,1) . With the use of
these functions we can introduce integral measahésh

determine the duration of the transient process taed o
expenditure of energy for its realization. Tg):aw(T?) =¢ DwO{j,pip.d M J}.

jl

Let € a given positive real number:

Then we define the real number:
EVALUATION THE DURATION OF TRANSIENT

MODE ts=lnf{rg’,w=j,p,ip,q,M ,J}

The gas containing in the pipeline is an inertial
system. Transient processes in this system cdrgstion as dimensionless duration of the transient profesa
even after the compressor stations have gainestélagly- Stationary state O to stationary state 1.
state modes. To evaluate the transient mode’sidarate Introduced measures (30) and (31) of nonstatignarit
introduce measures for deviation of the currentestd enable to evaluate quantitatively the duration bé t
the gas accumulated in the pipeline from its siatthe transient process for any chosen control model ¢18)
stationary mode 1, to which the system tends. (21).

We consider two kinds of such measures. The ga yATION THE POWER EFFICIENCY OF
measures of the first kind determine the deviatiofthe
current values of gas-dynamic parameters on the ehd TRANSIENT MODES
the section from their corresponding values in the
stationary mode 1. Depending on the chosen control Using the solution of the initial-boundary-value
model (18)-(21), we will consider four such measure  problems corresponding to any chosen control m¢is)l

— (21), we can calculate the power of friction fort, at

& (1) = max(éj_ @) ([)) ) any momentt :
3 (1) = max(&° )5 (r)), N
i , , (30) _ %3 ¢ (& 1)
5 (1) =max(8’ @) () , W0 =85 jl A% (33)

(1) = max(é[’ @0 @ )) ,

Due to this the energy efficiency of the transient

. mode can be evaluated as:
where:
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(D))

p*(&,1)

dédt Tj'j(l,t)dt (34)

Then we can compare parametgrto corresponding

parametersn® and n', defining the expenditures of
energy for the modes 0 and 1 correspondingly:

(°) ()
20, I 20,

1

1 1

J

-1

dé .
(p(8))°

n°=p . =P (35)

dg
(7 (2))

Using introduced parametern, we can compare

guantitatively different transient modes and difar
control models.

NUMERICAL STUDY

Consider an example of application the developed

mathematical tools to study the control model (20).
To numerical solving the
problem (12), (13), (23), (28) we represent thegsbifior

functions p(€,1) and j(&,1) as Fourier-Legendre series
expansions:

b(&,1) =Y AMR(E), i(£1) = B.(OR(E) (36)

With the use of the spectral Galerkin method [13;-16

we reduce equations (12), (13) to the system oiharg
differential equations:

R c,B+K,=0
C e
E+C21E+C22[B +K 2=O

where:

A=(AM), A®D).... AD)
B =(B,(1), B(¥),..., By, (1))

The @7) is nonlinear one as elements of matrixes,
C,, are functionals of sought-for solution (36). Elese

of vectorsK ; andK, are functionals of the given control
functions of boundary conditions (28).

System (37) was discretized on the uniform timd gri
with the use of the CrarNicolson’s difference scheme
[13]. To solve the obtained nonlinear algebraidesysof
equations an iterative algorithm was developed.

On fig.1,2 some results obtained by solving the

problem (12), (13), (23), (28) are shown (arrowstbe
plots show time increasing). The numerical solutizas
obtained for the case, when mass flow rate in thelipe
is increased for 15 % under constant inlet pressure

initial-boundary-value

V. Chekurin, Yu. Ponomaryov, O. Khymko

The calculations were made foN=15, time

discretization was made with time stép=0, 05.

PfPD [ I

R

0.&

07

06
~1 -05 0 05 g

Fig.1. Pressure distributions along the pipeline at the
momentst = 0; 4; 8; 12; 20 and 40

i 1

1.1

—1 =035 0 45

Fig.2. Flux distributions along the pipeline at moments
1=0; 4, 8;12; 20 and 40

The gas mixture in proportion: methane — 98.6 %,
ethane — 0.15 %, carbon dioxide — 0.31 %, nitrogen
1.24 %. was considered. The next values for thk'sas
parameters were taken: the pipeline’s ledgth 120 km,
the pipeline’'s inner diameterD =1.338 m, the
characteristic pressurg, = 6.65 MPa, the characteristic
temperature 7= 300K, the characteristic mass flux
Jo =468 kgm?s, the friction factor A =9.22-10°2
Calculated characteristic time and Mach number are:
t, =302.58s, Ma=0.024, dimensionless friction factor

B=413.46.

On the fig. 3 the time dependences for the measires
nonstationarity are shown: the soldfshedchain and dotted
lines correspond:

3’ (1), 87 (1), 8 (1) and &’ (1),

respectively.
We obtained the values:

8’ (1)=4.79010°, &{(1)=3.24010°,
o (1)=1,28010° and &’(1)=6,42010° att=48.

On this basis we can conclude, that with precision
6,4210° the transient process’s duration, determined
due to measur®’ equals4&, = 1,452110s, i.e. is more
the four hours.
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high efficiency of the developed approaches and
possibility of their application to model the traag
processes in long-distance pipelines. The developed
approaches and mathematical tools can be used to
formulate the problems for optimal control the pipe's
transient operational modes and to solve theselgrab
by their reducing consequences of correspondingctir
problems.

5. Considered in the paper model of isothermal fiiow
not includes the expenditure of energy caused ls he
exchange with environment. To raise the practiedie of

0

1] 20

Fig. 3. Dependences of the measures of
nonstationarity on time

The expenditure of energy referred to the constant
(BJOZ)/(2p02)=8'143J ke equal: n] =3,689 (for

transient mode)n°® = 2.744 (for stationary mode 0) and 2.
n* = 3,207 (for stationary mode 1).

CONCLUSIONS 3

1. The nonstationary one-dimensional initial-
boundary-value problems for gas dynamics in long-
distance pipeline have been considered. The prablem,
describe transient processes arising in the pipalimder
transition of the pipeline from one stationary airemal
mode to another. Several models to control thesiesuh
operational modes have been considered. They differ 5.
the control functions, which determine time vaodas of
the inlet and outlet control parameters (pressarator
fluxes). The approach for parameterization of thetml
functions has been proposed. Due to it the contrgl
functions can be parameterized by several scalar
parameters, among them — mean rates of inlet atielt ou
control parameters’ variations, and time shift besgw the
output and input control actions.

2. The approach to evaluation the duration ang
expenditure of energy of the transient operationalle
has been proposed. The approach is based on the
functionals which have been introduced to deterntime g,
measures for deviation of the current state of dhs
accumulated in the pipeline from its state in ttagignary
mode, to which the system tends. The measuresestmbl
compare quantitatively different transient modesicivh
realized according to different control models withg,
different control functions. The defined functiosahan be
used to formulate the problems for optimal contiwe
steady-state and transient modes of operation of-gws
pipelines.

3. The iterative algorithm for numerical solvingtbé
nonlinear initial-boundary-value  problems, which
correspond to the proposed models for controllihg t
transient modes, has been developed. The appreach .
based on representation the solutions as Fouriefidrg
series expansion and time discretization of thegksttor
functions with the use of the CrafiXicolson’s difference
scheme.

4. The numerical experiments, which have been
conducted for different control models, corrobodathe

10.

the developed approach it should be improved bingak
into consideration the process of energy transfer.
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Abstract The objective of this paper is the investigation THE ANALYSIS OF RECENT RESEARCHES AND

of the cyclic structure and permutation propertiased on PUBLICATIONS
neighbor elements transposition properties and the
properties of the permutation polyhedron. In trapgr we Permutations sets are very often considered in

consider special type of transpositions of elemeémts theoretical and applied research in the field of
permutation.A feature of these transpositions is that thegombinatorics and combinatorial optimization [1-1BY
corresponding to the adjacency criterion in a péatmn now many properties of permutations have been
polyhedron. We will investigate permutation projgertwith  investigated, in particular those associated withayclic

the help of the permutation polyhedron by using thstructure of permutations. Some methods and algosit
immersing in the Euclidian space. Six permutatigoes are allowing the representation of permutations asptioeluct
considered in correspondence with the locationriofrary  of cycles and the generation of permutations hawng
components. We consider the impact of the correlipgn predefined cyclic structure are known [1, 4, 6-®;14].
components on the cyclic structure of permutations A well-known way for investigating combinatorial
depending on the type of a permutation. In thisepape sets is their immersion into the Euclidian spacéjctv
formulate the assertion about the features of igact of allows using tools of continuous mathematics when
transpositions corresponding to the adjacencyritiiteon  analyzing combinatorial problems [2, 5]. The conteX

the permutations consisting of the one cycle. Qutine of a permutations set immersed into the Euclidjzacs is
proof of statement all six types of permutationg ara permutation polyhedron [3, 16]. One of the basic
considered and clearly demonstrated that only types properties of this polyhedron is the fact that dldgacency
arrangement of the elements in the cycle contribmtthe criterion for its vertexes is satisfied [1-3].
persistence a single cycle in the permutation #feimpact The geometric and analytic interpretations of one
of two transpositions. Research conducted in the@ngi transposition corresponding to the permutation catjay
work, will be further employed in mathematical mtialg  criterion are well known and were investigated ieail2,
and computational methods. Especially for solvin@, 18, 19]. The same issues discussed in this pager
combinatorial optimization problems and for theeyation used in the mathematical modeling and computational
of combinatorial objects with a predetermined a«yclimethods to describe and solve many economic, sacdl

structure. applied problems [20-23].
Key words. Permutations set, permutation
polyhedron, adjacency criterion, permutation prapsy BASIC DEFINITIONS

transposition, combinatorics.
Let P° be the set of cyclic permutations without

INTRODUCTION repetition fromn real numbers [4, 9]:

This research is devoted to the investigation af tw
consecutive transpositions of neighboring by value
generative elements of a permutation and their anpa
the cyclic structure of the permutation being cdesed, Where:
and also their relative location on the permutation
polyhedron. cUOR,i0J, ={L2,..,n}.

In this paper we introduce a classification of
permutations in dependence of some componentsveelatConsider the notion of permutation in detail [9].
location and the impact of these components
transpositions on the permutation structure. Definition 1 A linear ordering of the elements from a

The aimof this paper is the investigation of the cycliccertain generating setA={a, a,...,q} is called a
structure and permutation properties based on heigh permutation:

elements transposition properties and the propeoti¢he
permutation polyhedron.

a<a<..<3:a=(a,0a,,..a,)0P,
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m=a,a,...8,) = (1(a),1(a,),...77@3,)) = One of the widespread directions of combinatorial
@.a,..3 ) research is the immersion (enclosure mapping) of a
R combinatorial set into the Euclidian space [5].
o o The immersion of combinatorial sets in the Euclidia
or, if it is necessary to stress the fact thatotitainsn  space allows constructing combinatorial polyhedrfis

elements,n -permutation. with the help of which it is possible to investigathe
We denote asP, the set of permutations generatedproperties of permutations sets classes in theidiacl
by the elementsa, < a, <...< g,. space. _ _
. . . Let us fulfill the enclosure mapping of the
Consider a certain permutation

t permutations seP, and cyclic permutation®® to the

arithmetic Euclidian spaceér". According to [2, 5] the
given mapping (which is called immersion) can be
represented in the following form:

m=(ma), m1a,),... 7718 )0 P and its elemen
m@a) =4, Ui, j0J,. Then we can write down:

n(a) = n(n(8)) = 77(a) .
f:P- R, Op=(p, P, B)D P,
Generally, this formula can be represented in the x=f(p) =(X, %, x)J EO R,
following form: x=pn, i0J

(&) = m(m(q)) = m(q)
Oi,j0J,, ksn. As a result of the immersiorf we have one-to-one

correspondence between each set:
Thus if for somel =1 we have:
P,P°andEOR":

7(a)=q,i0J, E,=f(R), ES = f(P°).

and all the elements Because of the above operations it becomes possible

to investigate properties of the elements of thbsst

-1
3,7(3),77 (@), 7" @) PS O P. with the help of the polyhedrofY .
are different, the sequence: OBJECTIVES
(@.7a).7°(3)....77 " (&) To formulate goals consider relative location aigo
permutation components.
is called [2] anl length cycle. Consider a permutation polyhedrdf, generated by

Definition 2 A cyclic permutation is such a g get:
permutationszr from n elements that contains a singie
length cycle [2], i.e.: a<a<..<a, veri, =E,
m(a)=q, 0i0J,. is the set of its vertexes.

Since any cyclic permutation belongs to the set of

We denote such permutations as.. Note that, permutationsP, :
according to [4]:

7%, = (m(a),7(a,), ..77(3, )0 R,
Card F* =(n-1)!.
all cyclic permutations are vertexes of the peritioma

Let us consider a cyclic permutation example. Ia th polyhedron/7, .
work we will use the following notation way. We oed
two rows so that the generating elements are \writiat
in the increasing order but in the order of th@pearance
in the cycle:

Let us introduce:
s Overtil,

1 4 6 2 5 8 3 which is the subset of permutation polyhedron vexse
corresponding to all possible cyclic permutationthwhe

VANV NSV cycle of n elements generated by the set:

4 6 2 5 3 7

8
(1 46 258 3 3 a<a<.<g, I°=E°.
o .

4 6 2 5 3 7



ELEMENTS TRANSPOSITIONS AND THEIR IMPACT ...

Let us denote V¢ the vertex vOvertil,
corresponding to a certain cyclic permutatipfl P¢ i.e.
veomrs Overt1l,.

The adjacency criterion for the vertexes of the

35

generality, we will always start chains with a fixe
componenti and an arbitrary componexthe value of
which is inessential but the componeintis a mapping
of x.

Thus using the above considerations let us show all

permutation polyhedron deals with the elementshef t the six location types for the components

generating setA={a, a,..., 8} and their location in the
permutation, i. e.: a vertex adjacent to the vertex
v=(a,a,a,..,q ) that corresponds to the
permutation p0d P° is any vertex corresponding to the
permutation p, obtained fromp by the transposition o
components equal t& and k+1, OkOJ_,. And the
two permutations p, p, 0 P, corresponding to the
vertexesv,, Vv, 077, are called adjacent permutations if
the vertexes v,,V,
polyhedron/i, [19].

Further in this paper, without losing generality we
suppose:

are adjacent vertexes of the

A={a, a,...,a} ={1.2,..., i

Let us consider the location of the components lequa
to i,i+1 and j,j+1, i,j0J,,,j 2 in an arbitrary
cyclic permutationp0P® and write them down in the

form of chains. The components can be locateddnain
in six ways that we call types. Let us fix the ffitavo

elements of the chain. This is a certain component

xOA={g, a,..., 3} the value of which is arbitrary and

the component such thatr(x) =i . Thus the beginning of
a chain always looks as follows:
(Xviv_a_y_)a

and further there are three positions in which the
componentsi+1,j,j +1 can be located in a different

order. It is this order that sets the type of alicyc
permutation for componenisj . The number of ordering

ways for 3 components is equal 88=6, which is the
number of permutations from 3 elements.

Let us write down all the six permutations from the
elements i+1,j,j +1:

1) ji+1j+1
2) j+Lli+1j;
3) i+lj,] +1;
4) j+1,jj+1;
5) i+1,j+1j;
6) j,j+1j+1.

Consider the elements chains corresponding to the
adjacency in the permutation polyhedréfy [1] for any

given sequences.

cyclic
investigation of the adjacency properties for eletme
from the set I7¢ .

ii+1 andj,j+1, i,j0J, ] #i

in an arbitrary cyclic permutatiop 0 P° (for all types
fa b, c{0,...,n- 2}):

Type I:

x 3 () 0+

VSO0 0 S ,

i i i+1 j+1
Type Il:

x 13 >j+1) i +1)

v SO0 0 S ,

i j+1 i+1 i
Type lll:

x > i+ 7))

I S

i i+1 j j+1
Type IV:

x () m(j+) ()

VSO0 0 S 0,

i j+1 i i +1
Type V:

x A>) 7+l 7 +1)

v SO0 0 S ,

i i+1 j+1 i
Type VI:

x i) m() m(+)

VSO0 S ,

i i j+1 i +1

We will use the introduced definitions and types of
permutations for the formalization and

THE MAIN RESULTS OF THE RESEARCH

In correspondence with the criterion of vertexes

Since we consider the location of components in afh tex vOvert77, there are(n—1) adjacent vertexes

arbitrary cyclic permutationpJ P° it is not important

obtained from the transposition of the components equal

which component will be the beginning of a chaing j andi+1 correspondinglyi0J. . Note that this is

because in a cyclic permutation any component @an b
obtained from any other component by the number
steps <n-1. Further, in this paper, without losing

Srue also for any vertex 17 .
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For any vertex vOvert/I,we will call the x mG) 7°>) %G +1)
transposition of components equaliteand i +1,i0J, _, v O S 0 S
belonging to the samek length cycle of the i j i +1 j+1 J.i:ijill

corresponding  permutation pOP, a  “break”

transposition, since as a result of this operatf@nvertex X i+ ) 0

v, Overt 7, adjacent to the original one will be obtained I S R |

and the permutationp 0P, corresponding to the i+1 i i j+1

obtained vertex contains at least two cycles ofjtlerk; o . N |

andk,, k +k, = k. Type Il: j+1i+1j. The original chain looks as
Therefore for the vertexesvOvertll, one follows:

transposition of components equalit@andi+1, i0J, x ) (1) i+

can be either “break” or “conjunction” of cycleswdich oA 1 A

these components belong. If the original vertex

vOvert 71, corresponds to the permutatiom ] P° i j+1 i+1 j
belonging to the set of cyclic permutations and has _ _ o
single cycle of lengthn, any transposition of the  Fulfill consecutively two transpositionst « i +1,
componentsi andi+1, i0J_, will be a “oreak’ [18, 1 = j +1 and change places of chain elements without
19]. changing the links. We will get:

Next let us consider if it is possible to keep the
cyclicity of a permutaton when we have two x >) m(j+l) mo@+1)
transpositions of components equal to VS0 2

. . . . ioi+l
i+landj,j+1,0,j0d ] #i. bogrl il o) ieim
x i+l G+ 70)

~ Consider the case where there are four components T4 N R |
involved in two transpositions of components. P41 j+1 i j

Statement 1. If in a certain permutatiorpJP® 2
consecutive transpositions of the elements Type Ill: i+1,].j +1. The original chain looks as

i+l andj,j+1,i,j0J ,j#ij+1 follows:

have been fulfiled then the obtained permutation x m@) "0+ ()
p, OR will be cyclic if the original permutation VSO0 S
pO P for the given componentsj belongs to the type i i+l j j+1

I orll.
Let us fulfill consecutively two transpositions:

Proof. Let us consider the fulfllment of i «i+1, j o j+1 and change places for the chain
transpositions for all the six types of permutasidior elements without changing the links. We will get:

some components  i,i +1 and i j +1,
i,j0J,.,.j #ij +1 and demonstrate which types keep x m@i) m>0+) ()
the property of cyclicity. For all the six types: v 0 S L S —
a,b,cD{O,...,r.1—. 2}.. N | i i +1 j | +1 ji:ijill
: +1,j +
fono;ll'v);[:ae I: j,i+1,j +1. The original chain looks as y () 7 6 ()
VS T 7
x mP>) () m@+1) i+l j+1 0
VSO S0 S
i i i +1 j+1 Type IV: j+1,jj+1. The original chain looks as
follows:
Fulfill consecutively two transpositionst « i +1, ) _ )
j o j+1 and represent the chain elements without x i) 3+ m3)
changing the links to facilitate visual perceptioks a VALY S0 S

result, we get: [ j+1 ] i+1
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Fulfill consecutively two transpositionst « i +1,
j o j+1.We will get:

x 1A3) > +1)
v SO0 S
i+l i i +1
x (i) °(j) m°(j +1)
! LN 0
i+1 i+l

T°(j)

=

iei+l
jej+l

Type V: i+1,j+1j. The original chain looks as
follows:

x >) 7@+l 7 +1)
v SO0 S 0
i i+l j+1 j

Fulfill consecutively two transpositionst « i +1,
j o j+1.We will get:

x >) 7@+l 7% +1)
[ |
R R O R e

x  >i+)P0) (] +1)

v S 0 0

i+1 j i j+1

Type VI: j,j+1j +1. The original chain looks as
follows:

x @) m() m(j+)
VSO0 S0 S
i i i+l i+l

Fulfill consecutively two transpositionst « i +1,
j o j+1.We will get:

x m@) () 7°(+D)

v oS0 S

i i j+l i+l
x 17 (i) m(j+D)m(j)
VoL N L 0
i+1j+1 i i

ioi+l
joj+l

Thus, after fulfiling two transpositions of
componentsi,i+1 and j,j+1, i,j0J,_,,j #i, in the

permutation p0d P° only two types of the componentsi1l.Bender Edward A., Williamson S.G.

original location in the chain correspond to kegpthe
cyclicity property. The other four types do not pgee
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cyclicity after component transpositions and lead t
appearing cycles of a length less than

m(2)=1z k<n, zO{ii+1, j,j+1}.

The statement is proven.

CONCLUSIONS

1. The given work has been devoted to the
investigation of adjacent permutations and theiclicy
properties. We have investigated permutation pitogser
with the help of the permutation polyhedron by gsihe
immersing in the Euclidian space.

2. Based on the known adjacency criterion for the
vertexes of the permutation polyhedrof,, similar

transpositions of components in permutations haaenb
investigated.

3. Depending on the location of arbitrary
componentsi,i +1 and j,j+1, i,j0J,,,j #ii +1 six
types of permutations have been introduced.

4. For these types the changes in the cyclic
structure of a permutation that appear after finfjl two
consecutive  transpositions of the corresponding
components have been investigated.
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Abstract. The article presents the possibility siing The purpose of this article is to show the benefits
multi-criteria fuzzy analysis for assessing theiorgl fuzzy methods for analysis of economic objects smd
competitiveness. This estimation can be used facepl determine the circumstances of its using. For phigpose
marketing strategy development and based on resfiltswe’ll make multi-criteria analysis by different nheids
socio-economic development. The proposed appraach(iobust and fuzzy) and compare results. The methdltls
characterized by comparative estimation, when é&vell be applied to regional socio-economic strategidsita-
of development of one region is determined by themaking. We'll take into analysis the results of eamic
development of other areas. The final evaluatiothes growth and life quality of lower level of countieshe
level of the cluster which the object being anatlyzeexperimental calculations were carried out on ttengle
belongs. This allows ignoring minor fluctuationstotal of counties of Grodno region (Belarus) in 2008-2014
indexes. The results of robust and fuzzy group®gions The multi-criteria fuzzy sets are useful for regson
are analyzed. This grouping is characterized byilaim marketing strategy development. It was found thattim
levels of development and helps to define the tses criteria fuzzy clusters can describe the compagativ
of further development of the regions. competitiveness. In this paper the estimation of th

Keywords: membership function, classification,competitiveness is based on the values of the mesipe
fuzzy clusters, Grodno counties, regional economyynctions to a particular cluster. It's possibleuse this
sustainable development, regional competitivengls&e result for identifying of membership function valaad
marketing. forecasting the future positions. Single fuzzy tdusg

(based on one integral criterion) is easier fognptetation
INTRODUCTION and visualization, but it cannot make multi-facedlgsis.
The article is structured as follows. In beginnthg

Economic objects and processes are very difficuliasic definition like local region, socio-economic
nowadays. Most of them we can describe as a systelmvelopment evaluation and regional competitiveraees
which includes different elements. The propertieshe clarified. Then the methodology of research is @nésd.
system are determined by the relationships betileese Then the experimental part of the chapter is cameil It
elements and the nature of its interdependence. Timeludes data collection based on system of indefes
characteristic of object includes not only critefim the regional evaluation and it analysis, single and timul
whole system but for its elements as well. As aultes dimensional fuzzy clustering of Grodno counties in
most of economic problems become multi-criteria.dAndynamic and as a whole over the period. At the tived
the special methods of analysis are used for splthese conclusions are made.
problems. In this article the fuzzy methods of nault
criteria analysis will be described. THE ANALYSIS OF RECENT RESEARCHES

The proposed methodology is universal and it can be AND PUBLICATIONS
adapted to different objects. The test area inchépter is
regional socio-economic development evaluation. The The problem of regional competitiveness, its
results of this analysis are useful for place mimge investment attraction and place marketing attractse
strategy development. In this case the region’#tipasis  attention nowadays. Moreover the modern conditions
a base for subsequent economic growth. The coniparatrequire revising existing concepts and methods tef i
analysis of regional competitiveness lets to rezdive evaluations. Globalization and high-tech industevet
position of estimated region between others and thepment lead to the regional competitive growsn#éans
degree of similarity of current situation with oteeBased that regions become active participants in thegsfieufor
on this information we can work out place marketingesources (labor, technological, investment) andketa
strategy for the region including the result of yioeis  (tourism, investors, products). The distinctivetfea of
development and the leaders of economic growtthis process is that regions act as goods andoakipers
experience. simultaneously. Dijkstra [11] notes that it's imgidde to
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apply the firm's competitiveness concept to theioeg that local regional development as a system cansibt

level: complex and multidiscipline problems and needs igpec
The framework describing a firm's capacity tomethods for evaluation.

compete, grow and be profitable is relatively urtested, Marquardt [17] used Analytical Hierarchy Process

but applying the same concept to countries or negibas (AHP) by Saaty [25] for evaluating regional devetogmnt

been subject to much debate. concept elaboration process. Distinct disadvantagfes

Golovikhin S. [12] notes that the concept of region this method are expert estimation and a large nurobe
competitiveness shouldn’t lead to increase of megjio pairwise comparisons. Aivazyan [2] and Lialikovab]1
separatism. There're different approaches to tiggon@al applied the principal component method for evahgti
competitiveness definition: based on productivig6]] regions by life-quality. This method aimed at desiag
rising income and improving livelihood [19], as anof number of criteria through combining in prindipa
environment for firms [7]. Moreover Nasser [20] andcomponents which preserve variation of benchmadsks.
Chukhray [33]claims that regional competitiveness ormost of time it’s difficult to interpret these cooments in
national or global level is not the end in itself: its economic sense. Zhelezko [32] presents sonmeegits

Maintaining a high level of competitiveness is aot of multi-criteria fuzzy ranking, which can be adegtto
goal by itself, it is a goal within another: devpioent the regional estimation. Alves and others [3] ofiduzzy
and growth for the present and future generatid2@ | decision approach for location selection among mi@k

This approach is close to the concept of sustainabdvailable areas based on some criteria. It allmetude in
development [30] which considers regional compaditi analysis not only quantitative but also qualitativiéeria.
ness not only from economic position but also tadte This chapter presents the fuzzy clustering appdinat
account ecological (natural) and social (humanipr object evaluation. In this case the fuzzy ausig
components. Serebryakov L. [27] noted that regionglerforms as a classification tool. Diaz B. and o¢H& 0]
competitiveness can’'t be evaluated without takintp i applied it to the economy sectors and receivedkthe
account system on regional infrastructure. sectors of Spanish economy. The groups with similar

The second growth point of economic development isvel of development can be received when fuzzy
region’s (or place) marketing. Arzhenovskij [4] neak clustering applied to regional evaluation.
conclusion that region’s marketing is an importaait of
regional economy and that it's based on the regiona THE MAIN RESULTS OF THE RESEARCH
competitiveness. The region in this meaning is the

territory limited by the existing administrativertiéorial In the beginning, we’ll clarify the concept of ldca
segmentation. And region’s marketing can be seen riegion and socio-economic development evaluation.
following Kotler’s view: Kuznecova [15] noted that region can be present in

Place development means to develop for a placetao meanings. By one meaning, region is the tewito
systematic and long-term marketing strategy dimkctelimited by the existing administrative-territorial
towards nurturing and developing the natural andsegmentation. By other, region is territory limited any
potential attributes of an area or region. signs of interrelating (population, geographicahaitions

One of the mistakes of regional governance in posénd others). In this paper region is consideredirst
soviet countries [8] is strategy development based meaning because only administrative segmentaticn ha
allocable budget without taking into account temid@l authorities and opportunities to manage of socio-
potential. It means that the first step in markgttrategy economic development.
development should be analysis of current positiod Most of countries have a multitier system of region
tendencies of economic growth. The level of socicAnd the facilities of evaluating of high regional
economic development is the result of previous enoa development are always much bigger than at locatl.le
growth and the factor of ensuing development. #fts There’re more statistical data and indexes valubigtt
important criterion for region’s marketing strategylevel. Some of important criteria of economic deyel
development that's why this topic is actual andanpnt. ment (like gross regional product) are not caléngain

The relevance of this topic in Belarus can be rlegka local level. That's why specific methods and techni
by Program of Socio-Economic development [23] andhould be developed.

National Strategy of Sustainable development [Zhey From the previous analysis we can distinguish that
confirm that sustainable development of regions amegion can be seen in two aspects [28]. In one reig®n
increasing their competitiveness is a priority @kis- is seen as an independent system with its own ressu
economic growth. and goal to increase the life's quality of the loca

The feature of approach to the assessing of socipepulation. In other side the region is consideasda
economic development proposed in article is thedtpf subsystem of the state (or the high regional foionat
study, which are local regions. The increase aregt to The aim of region’s functioning in this aspect dsfind
local regional analyzes can be proof by a lot geeech out resources for national economic growth. Thege t
on this topic. L. Servillo and others [28] exploresaspects relate and condition each other. So, wheare
territorial attractiveness for migration and it iagp to the talking about competitiveness of region we shoualkiet
socio-economic development. J. Mawson [18] presenitsto account that they are not only fighters focleather
the UK experience in local governance. B. Blazeand because they are elements of one system. But tteey a
A. Jelusic [6] developed a model of regional ecomominteresting in individual results of the local amigh
and tourism development. All of the researcherdicon region the same time.
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The system of local government includesndicators systems The methodology of this analysis
departments and agencies with dual subordinatiothéo includes only 5 steps:
ministry and to the local executive committee. Efere, 1. The original data collection
the inter-departmental barriers may lead to a stowdin a) to form the system of indexeslt must take into
decision-making although the linear submission He t account all important parameters of competitiversrss
chairman of the executive committee. Sometimesatl$ based on those characteristics of the object, whigh
to duplication of functions, data collection andahce of essential for competitiveness.
clear zones of control. b) to define the values of indexes for each object
The most of problems and issues of socio-economiche original data are represented as a matrix iiciwtine
regional development is complex, complicated andolumns are recorded parameters and the rows - the
multiplex. It means that in regional decision-makiwe objects (alternatives).
should take into account a lot of factors, indexesl 2. To lead the data to comparable form.The
constrains. nominal model of object has the best results fas th
The socio-economic development of the region caindicator and presents the most successful coropetit
be evaluated by multi-criteria analysis. The terihftbe current market competition. If the prescriptive uvalof
socio-economic development” includes an indicatidn index is known it can be used instead of corresmpand
the simultaneous control of several areas. Thegsocan supremum. On the other hand, if the data gatheriag

be characterized by next area: carried out correctly and the prescriptive valuesem’t
« Economic (result of industry, agriculture, transport,received, may be they are not achievable for angive
trade and paid services). circumstances. Each alternative can be comparéuithg

« Financial (profitability, debt growth, investments). ~nominal model of object by different formulas [blit we
« Demographic (population, nature and migration Use the following:

growth).

» Social (employment, crimes, salary, life’s quality, X;
educational level, poverty). G =—— 1)

» Ecological (emissions, water saving, waste products). maxx;

The complex of these fields leads to the effectiver
socio-economic development named sustainable. &t e 1
of these fields is characterized by set of criteAa a IV
result the number of analyzed parameters ups teraev z, = L 2)
dozen. The regional governance is interesting ialtev I 1
ation of each area and of the whole system devedopm max;
i

More over the estimation should be made in dynaanit

in comparison with other counties. For this purpdse o

system of indexes should base on open source data. Where: g — comparable value,jx- original value of
The benchmark data for the analysis can be receivitfiex.

from different sources: statistical data in offlc&atistic If the proposed method is using then all comparable
collections, regional legislation, information ofrge Values are led to a common scale of measuremethein

enterprises and so on. But there’s not a singla sarce Nterval [0; 1] and reflect the level of the objecmpared
of regional socio-economic development for externaVith the most successful competitor in this aspeft

users. aCtIVIty
The results of estimation of regional socio-ecoromi _3- To calculate integral criterion. This step is not
development can be used by following customers: obligatorily. The integral criterion can be caldeld by

additive convolution, principal component methodbgr
special formula. Sometimes it's necessary to receiot
only one criterion, but some criteria which refldabe
result of different spheres in the object developime

4.To make multi-dimensional fuzzy setsThe using
of fuzzy sets in socio-economic development anslgan
« Businessmen and investordor identify objects of sh_ow gradual evqlution. of opjects. The example tof i

using in economic objects is presented at [13]. The

future investments. . . onstruction of membership functions often base on
We can make a conclusion that this concept lets 1Q

develop the region’s marketing strategy directedh® Xpert opinion. This gives the share of subjegtiand

sustainable development based on local potentiaiv N requires a lot of time. There is a method [29], ahhi
X P . pot "~ offers the construction of the membership functiosisg
we’'ll formulate the methodology of this evaluation.

fuzzy clustering results. This conclusion is basedthe
assumption that membership function of a fuzzy telus
correspond to the membership function of congruent

Previously noted that the analysis of socio-economfcuzzy set. Mathematically - multidimensional  fuzzy

. o . clustering procedure can be carried out by methafds
regmnil devellopmer;t present the competltl\éenmas fuzzy c-means, Gustafson-Kessel, with k-ellipsoi
tion. The analysis of enterprise estimation by [hd} 7 d ’ i ’ e,
steps and starts with information support and dgieb In this paper the fuzzy c-means method was used.

* National governance for development of socio-
economic polity and strategy;

« High region governancefor evaluating local regions
composed the high region;

* Local region governancefor comparing its level
with others and receiving an experience of devekamm

THE METHODOLOGY OF RESEARCH
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5.To analyze the resultsThe values of membership We didn't add any indexes of education [5] because
functions for different sets show the level ofin local regions (of Grodno county) there’s not hig
competitiveness of object. It's interesting to loakthe education institutions and the secondary educaison
cluster with maximum attitude and the degree dfualt mandatory in Belarus. We haven't open data about
to better clusters. If it's possible (when we ha®ugh population with high education in local regions and
data) then it's useful to make the analyses in ohoa there're very small property of PhD’s in region.

It can be assumed that the proposed methodology for Some of criteria (like productivity of yield and
constructing fuzzy sets with similar level of demhent is livestock capita) include more than one index. Assult
applicable to construct rankings of any objectsrawidonly  all system is based on 28 criteria.
competitive, but its testing was carried out onby the For experimental check of our methodology we apply
assessment of the regional socio-economic developme it to the evaluation of socio-economic developmeht

Grodno'’s local region (Belarus). We received theadar

Experimental research at Belarusian regions 28 indexes value of 17 Grodno’s local regions aitg c

Previously noted that the analysis of socio-ecomomiGrodno in 2008-2014. All of them were led to the
regional development present the competitivenesomparable form. It was interesting to estimate the
estimation. The proposed methodology was applied tmrrelation between these indexes. The followinguite
this evaluation. The first step of the procedurenaxts was received by correlation analysis: there israngt
with data collection. There're different approachies relationship between the value of the populatiome(of
system of indexes for regional socio-economithe main demographic indicators) and the majority o
development evaluation. But most of them wereconomic indicators (regional budget (0.95), tuerov
developed for high regional development and they'tdo (0.93), retail trade (0.97), paid services (0.97¢, volume
take into account local regional particularities’s | of industrial production (0.9), the number of enygd in
interesting to descry the European Union experiénce the economy (0.99)). It mean that population (oe th
this sphere. The whole territory of European Unisn number of employed in the economy) is the detemgini
divided into 3 levels of regions (NUTS-1, NUTS-2dan factor for economic growth in Belarus regions. The
NUTS-3) [24]. The current classification charactics absence of indexes for evaluating information and

are represented at the table 1. communication technologies at local regional level
doesn’t let us to characterize local economy as-pos
Table 1. The NUTS characteristics industrial.
Level Number of Minimum Maximum The methodology provides an opportunity of using an
regions population | population | integral criterion for assessment and building tingaof

NUTS-1 97 3 millions 7 millions| regions by this criterion. The strong correlatitnetween

NUTS-2 270 800 000 3 milliond indexes allow to use the principal components aigly
NUTS-3 1294 150 000 800 000 Using it we received factors which have the grdates

impact for general variance. In this analysis wendi

The smallest region (NUTS-3) level correspond$io t take into consideration city Grodno. We receivedt first
high regional level in the country (in most of csise principal component retains 51.99% of the variafides
Moreover European commission doesn't use analysisnot enough for using the value of this comporea
which include data from only NUTS-3 level. For exden ranking value of regional development estimatiof [2
the evaluation of coherence in Europe includesodgs of This component is determined by following indexes:
factors (25 criteria) and only 3 of them belongtte local ~regional budget, investments, retail trade, paidises,
level [9]. That's why the system of indexes wasedeped receivables and payables, employment value, industr
for this analysis. It includes economic evaluationproduction, goods turnover and value of constrmstio
demographic indexes, social criteria and sustainabfll of these indexes are important factors of ecoio
development. This system includes only quantitativéevelopment in industrial society. It reaffirms ttha
criteria because the evaluation of qualitative ioista Belarusian economy is not at the post-industriep stet.
experts’ measurement. The using of fuzzy theoryheip The second principal component retains 13.3% of the
to convert the qualitative estimates to the numbtdtit Vvariance. This component is mostly determined blru
also requires experts’ participation. The structafethis ~ factors (livestock capita and productivity of yield
system in local regional level [22] is shown inleaD. Let's try to adopt the known at national level

methods for calculating the integral criterion. Ribe

Table 2 System of criteria of regional socio-economidational economic development this criterion is sgro

development evaluation domestic product (GDP). By [31] GDP is the totaluea
ial E . of goods and services (counted without duplicatita)
Socia conomic are newly produced in the economy during an acéegnt
Demographic Source Results H H
1) population 1) budget O - perl_od, generated net incomes to the economy aed ar
2) natural increase 2) investments 2) productivity of yield and available for domestic final uses or for exports_
3)migration rate 3) direct foreign livestock capita . -
equaity ]| |investments 3) retail trade and paid It can be calculated by 3 approaches: the productio
1) availability of housing | ||| 4) receivables and payables || services (or output or value added) approach, the income
2) crimes 5) employment 4) goods turnover h h d h Th dl :
6) unemployment rate 5) value of constructions approac ) Ort e expen Iture approac . e an ﬁgm

)
3) salary o . . . . .
| |7) percentageof E LAl _ criterion on regional level is gross regional produ
Sustainable development population in working age ||7) small business production s .

1) emissions 8) import 8) export (GRP. But it's determined only by value-added approach
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and in Belarus only for high Regional County. It'sof region at fig.2. The darker color means the éaigtne
possible to adopt the expenditure approach to dbeall level of economic development of region. Some negjio
regions and calculate analog of GRP at local ldwethis  refer to two clusters with different degree simoéausly.
case, the GRP will be formed as sum of householdis reflected as double color.

expenditure €), investment Ij, government expenditure

G) and net exports{(). The formula of calculating is: 1
(©) portsx() g VAR AN AN AN
GRP=C+G+I|+Xn 3) |osz|
0,7
Household expenditure as a statistical measuretis 1| ¢ |\ \/ ——Clusler 1
published in open sources. But it's possible td filata of | o5 \[ \/ ——Cluster 2
the value of retail sales and the cost of paidisesvto the | 4.4 | | Cluster 3
population. Household expenditure spends to pay f( I\ \ —Cluster 2
goods and services. Therefore, we can assumehiase t | o, H I\ l \
values reflect the approximate level of household’| ,, W
expenditure. o4

The value of investments in fixed capital is § s 1 16 21
statistical measure, which is estimated at thel lef/gigh Fig.1. Membership functions and GRP
and local regions of the republic and published in
statistical yearbooks.

Government expenditure can be estimated as tl
regional budget. The value of regional budget cen t
found in regional legal acts.

The value of net exports is the difference betwee
exports and imports in goods and services. Eadhade
values shall be published in statistical yearbooks.

This method allows receiving the integral result o
economic development. Moreover all factors (exceg
export) which assumed in GRP were included in firs
principal component. So we used the most influénti
factors in this method.

To test this method of calculating GRP we compar
results of official data of GRP and calculated st
method at high level of regional economy. We reegiv
that the degrees of each region in total GRP biciaff
and calculated values have not a significant dpsomey
between two samples. So we can use this methodfdogy
evaluating the share of each local region in trenemic
reward of high region.

We should include in integral criterion that region
have different size. For this aim we calculated GieP . . ] )
Capita by dividing the value of GRP to the average Fig.2. Regions attitude to fuzzy cluster in 2014
population.

We can make a math model of each membership
One-dimensional Fuzzy Clusters function for every year and compare its dynamit's. |
possible to use this membership functions for mtedi
Let's try to evaluate the regional economic growthesults of regional socio-economic developmenttable
with this criterion by fuzzy clusters analysis. Qolethe ~conditions. When economic conditions greatly change
important questions is how many clusters shoulchawee. (for example in financial crisis) there’s a shiff i
In this research we make 4 clusters: low, mediuigh h Mmembership functions and changes in models of GRP.
and top of socio-economic development. It's inténgsto Also this type of analysis lets us to make histric
use fuzzy clusters because it's impossible insteuas conclusions. We can see the relative magnitudehef t
transition from one group to another. The membgrshi€cession or growth of real GRP (at constant pices
function shows the degree of membership of eachl loc

region to each group. The calculations were madd$n Multi-dimensional Fuzzy Clusters
Excel. The author’s software was used for condonabf o _
membership functions. Often there’s not possibility to calculate an intg

The research confirms that there is a high degfee @/itérion. Then we have a multi-criteria problenheTc-
differentiation of Grodno’s local regions developthe Mean fuzzy clustering procedure lets to work withltin
The membership functions of clusters and corresipgnd dimensional spaces. Membership functions are based
value of GRP are presented on fig.1. The results §ie set of indexes. We can’t receive an analyfwah of

regions attitude to fuzzy clusters are presentethemrmap the functions, but only a set of points in the mult
dimensional space. The graphical display of theiltes
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based on the value of input data is impossible thed L T VAR ¢
interpretations become difficult. But it's possibke |* s !
represent these functions based on case number. °’j 1 [

We made this procedure and compared results | : s
one-dimensional and multi-dimensional fuzzy clusggr |os —Cluster2
For this analysis we used all the indexes presented |o- 3 Cluster 3
table 2. 03  Emm— e S ustert

The result was some different from one-dimensiong ** /a
clustering. At first the system of indexes doeswhtain

the GRP per capita. Most of used indexes are inlafes

form. It means that they were not adjusted by peat, Fig.3. The membership functions of multi-criteria
employment and so on. At second the system combing&zy clusters of Grodno local regions in 2008-2014
indexes from different spheres (not only economic

characteristics, but also social). Moreover it umis The top cluster includes only result of city Grodno
agricultural estimation, construction volume andight  with significant membership function value. The Igsis
turnover. This allows making multilateral estimatiof of membership functions values of other cases vf ci

economic growth. Grodno testify that it can be used for historiesaarch.
In this conditions city Grodno attitude to the top
cluster for more than 0,99 throughout the periodeun Solutions and recommendations.

review. City Grodno is one object which significant The local regional economy can characterize by
attitude to this cluster. This can be explaininglasge strong correlation dependence between economic and
role of city Grodno in socio-economic developmeit osocial indexes. That's why regional governance khou
region. Its impact to the GRP is more than 33%s It'take into account a lot of criteria for decisionking.

interesting that we have in our system some racgxes, In Belarus there're lacks of statistical data that
and city Grodno, which hasn't agriculture, anywayharacterize the current stage of development ef th
belongs to the top cluster absolutely. information economy. We didn't receive the impaét o

The cluster with high level of development alwaysservices and knowledge to the result of socio-eatno
includes Lida’s region with the highest degreettifiade. development. The local regional development in Bisla
Only this one region belongs to this cluster withn these circumstances can be characterized only as
significant degree (more than 0,2). But there’re twore industrial. National statistical committee makessseto
regions which attitude to this cluster regularly's | reconsider the system of indexes and add the di@iua
Volkovysk’s and Slonim regions. Volkovysk's regi@ of knowledge society.
two times smaller than Lida’s (by population number  There're inequalities in regional socio-economic
but has a very good indexes in rural and sociabsgh development in Belarus. When we considered fuzty se
The attitude to this cluster of Slonim’s region ch@ based of multi-criteria we received that city Grodmas
explained by the value of regional budget. huge results with maximum values of most of indexes

We had also compared these results with previoghe same time most local regions have a low andumned
researches. The analysis of competitiveness of @ed contribution to the socio-economic development. For
region was made by V. Lialikova [16]. She used @ipal  changing this situation the government should ettra
component analysis for receiving the integral indexl investments to local regions.
then made 4 robust clusters with homogeneous grotips |t was found that economy in the Grodno region is
regions. In this methodology the number of clustiers mostly time-consuming and result of socio-economic
chosen as large as possible which preserves théicigit  development is mainly determined by demographic
differences between the groups. But the absence fattors. Insufficient attention is paid to the depenent
gradual transitions leads to sharp jumps of redionaf high-tech innovation. These negative trends hie t
competitiveness rating. V. Lialikova received morgjevelopment must be overcome through the developmen

optimistic results. 6 regions are in the high depetent of investment activity of both local and foreign
cluster in 2011. We received only 3 regions withreno entrepreneurs.

than 70% of membership and 1 with 50% membership to A significant contribution to socio-economic
better cluster. So the fuzzy clusters can showstbes development of local regions is made by regionalge.

progressive in regional development. It reaffirms that regions should attract privat@ital and
One more particularities of fuzzy clusters usinghst  develop entrepreneurships.

it helps to find out the most important factor liee tsystem.

We mentioned above that visualization of membership FUTURE RESEARCH DIRECTIONS
functions can be done by graphic representatioacbas
case number. For this purpose all cases shouldriled. One of the drawbacks of this concept is that we tak

All possible cases were explored, but only sorting all indexes as equivalent. It would be interestimguture
population gave acceptable results (noises arégitelg). to complete the software by adding a possibilitytake
In other cases, the trend is not visible. into account the importance of indexes.

The benchmark data were ranked by population. We Moreover, it makes sense to develop integrated
can see on fig.3. that there’s high inhomogeneity icriteria for the various areas of regional sociorsnic
regional socio-economic development. development and to construct a multi-dimensional
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membership functions based on a smaller number pbises. As a result of streamlining counties byedént
baseline factors. parameters we revealed that the most representséve

One of the most important directions of this reskar of the membership functions are in the orderingthuy
is construction of analytical form of multi-critari population. This suggests the priority of this gator in
membership functions. It will allows to developfdient determining the level of socio-economic development
scenarios of regional economic grows and predittréu 5. Multi-dimensional fuzzy clusters better refldioe
position of regions. It also can help to evaluate t comparative level of socio-economic developmentt Bu
influence of different factors to the result of ®ec using of very informative criterion of GDP per Capi
economic development. allows receiving interesting results. The diffiqulbf

It's interesting to apply this methodology to otheiinterpretation and using of the result of multi-dimsional
objects. It can be used for evaluating of set ofipcts for fuzzy clustering in future leads to the need ofding and
marketing strategy development or for comparativesing some integral criteria.
measure of solvency of enterprises or organizations
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Abstract: In this work we propose a new mathematicthis process goes on until all PU of SPS are sedtan. If the

model and method of optimal stochastic contrdhefrhodes of
operation of the sewage pumping station for theeettariff for
the electricity, the implementation of which prasd a
significant reduction of financial expenses of dectricity for
pumping waste water. The proposed model and methed
into account the stochastic properties of the bbjemontrol and
environment most adequately. The mathematical fetion of
the problem of optimal stochastic control with exie and
probabilistic constraints on the phase variables efficient
algorithm to solve it is presented. The proposethooe of
optimal  stochastic control
mathematical expectation of the volumes of pumpedtav
water at the time interval with a high electrictariff and
maximum of the mathematical expectation of the e of
pumped waste water at the time interval with a mmhitariff
when all technological limitations are accomplished

Key words: optimal stochastic control, sewage pompi
station, receiving tank, three-band tariff for takectricity,
efficient use of resources.

INTRODUCTION

In the urban sector of modern cities the expermethé
electricity in supply and sanitation systems occaipgut 25%
of total operating costs in water supply systemd.3] 15, 18,
26]. Significant increase of the electricity tarifias led to the
urgent need in development and implementation efggn
saving technologies of the operation of the sewagaping
station (SPS) [12, 14]. Specific features of SRS delatively
small receiving tank capacity (RT), severe regirist on the
conditions of its overflow or emptying (emergenciasd the
single-band tariff for the electricity have turriedvidespread of
classical deterministic strategies of the operasiopump units
(PU) of SPS.

The classical strategy of the operation of PU & &Pn
the following: all acceptable range of the variatid the levels
of waste water (WW) in RT is divided into severaels
(thresholds); if the level of WW in RT of SPS exted¢he
predetermined threshold, an additional PU is sedtabn; if the
level of WW in RT of SPS keeps rising and excedus t
following threshold, another additional PU is shtd on and

provides minimum of the

level of WW in RT of SPS continues to rise and edsethe
maximum allowable level then in order to avoid iy of the

room of SPS an alarm reset of WW from RT into serfaater
is carried out. When the level of WW reduces lothan the
predetermined threshold PU on SPS is switchedf difie level

of WW in RT becomes lower than minimum allowablecle
then all PU on SPS are switched off [3-6, 10].

Such a strategy proved to be extremely simple aitd g
safe and it is widely used in the practice of theration of PU
of SPS for one-band tariffs for the electricity. [9
The problem of optimal stochastic control of thede®of
operation of SPS while its transition to three-btamiff for the
electricity is examined in the present work. Atttis®S is
considered as a stochastic object operating irstthehastic
environment. The stochastic nature of the enviromroan be
seen in the fact that the processes of inflow of \MVRT of
SPS (inputs of the object of control) have pronednandom
character depending on a variety of chronological,
meteorological and organizational factors [8, ZHp stochastic
nature of the object of control is seen in the thet the
parameters of the technological equipment of SE&rdknown
a priori, but they are estimated according to thgedmental
data of the final length, which are random varsli.-25, 7].
The consideration of real conditions of the fumitig of SPS,
the development and use of more adequate mathaimatic
models of technological equipment of SPS and thaee-tariff
for the electricity make it possible to build maesst-effective
methods of control of the modes of operation of 8PSgiven
interval of control [0, T].

THE MATHEMATICAL FORMULATION OF THE
PROBLEM OF OPTIMAL STOCHASTIC CONTROL OF
THE MODES OF OPERATION OF SPS

The cost of the electricity is determined by thegdim of
three-band tariff, given in Fig. 1. Without lossgefnerality, we
give the mathematical formulation of the problenopfimal
stochastic control of the modes of operation of BPSPS, the
structure of which is shown in Fig 2.

Coefficient

025

9 10 11 12
Fig. 1. The diagram of three-band tanff for the elediyici
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AV1 CV - cut-off valve
cvi Pul myy SBL AV - adjustable valve
‘M_@_HL’Q_E PU - pump unit
AV RV - return valve
Cv2 PU2 ! RV2 CB2 CB - chamber blﬂ]ﬂ{]ﬂg
the main the main
header header
——3] Receiving tank ———
2 or treatment
facilities
AVn
CvVn PUn ! RVn CBn
pressure
header

Fig. 2. Typical structure of SPS

The interval of control [0, T] (a day) is dividedta 24

subintervals corresponding to each hour k=03. VW& assume

that at k=0 the predictions of inflows of WW intd R, are

known in the form of conditional mathematical exptons
(ME) of future volumes of the inflow of WW, calcted at the
time interval k=0, proactively I=1,2, ..., 23; MEthe level of

WW in RT of SPS-H,; ME of the number of operating PU -

m,. The static data are also known: the structuré&es,

lengths, diameters, geodetic marks of the sectibqsessure
header, the types of PU, the evaluations of thenpeters of PU
models, physical dimensions of RT, the evaluatiohghe
parameters of AV, cut-off valves and return valves.

The objective function of the problem of optimalcstastic
control of the modes of operation of SPS at the tinterval [0,
T] is ME of the sum of the electricity costs byaterating PU
at the time interval [0, TJ:

23

ZiNik(qik(a)))&K - min ,

|\a/)| e u(k)0Q @)

the area of restriction® is determined by the stochastic model

of quasi-stationary modes of operation of the pngiptation
(PS) [21-25]:

l\&/]l (hKN&(@ = Hy (@) = hy, (0 (@) +Npy (0 () +

@) = _ @)

+ 3B, (h, (0, (@) +h )j ~0, (r=1..,m)
hini (@) = iqu (@), Gk (w) >0, 3)
h (G (@) = sang, (W) S (W)G; (@), 10M %)

hyi (G () = g () + 2, (W), (@) +a, (W) (@),

ioL, ®)

Mk (G () = dy; (@) + d; (@) (@) +d (@) (@),

ioL, (6)
Ny (G (@) = 9’818113/%; (q'k(s))()g; @) igL, (@)
o @ (@) = B2 iR, g

the stochastic model of RT:
M{H, (@) = Hy4(@) = G (G (@) = G (@)} =0, (9)

probabilistic and extreme constraints on the pheas@bles
fixed at the time intervek = 6, k = 23:

P(H, (@ <H™)2a, a=0,97, (10)
P(H(@)2H™)2a, a=0,97, (11)
M{H (@} - min, (12)
M{H. (@} —max , (13)

where: u(k) - vector of control which determines the amount

of operating PU, the position of AV, () - level of WW in
RT of SPS at a given k time intervald ™

allowable level of WW in RT of SPSH™ - maximum

allowable water level in RT of SPS under certaiitialn
conditionsim,, H , .

- minimum

Random variables characterize:q, (w) - WW

consumption on i section of the pressure headér tethe
interval, h, (q,(w)) - evaluation of the head fall dn
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section of the pressure headek dime interval; h g (@) —
water head at the output of SPR,, (a,(w)) — water
head ofi PU; g, (@), 0, (w) - WW consumption at the
input and output of RT ak time interval. S§(w) -

evaluation of the hydraulic resistance on i sectibithe
pressure headet (M ); h,, (g, (w)) — evaluation of the

head fall on i AV; 7. (d,(w)) — evaluation of the
coefficient of efficiency ofi PU;

8y (@), 8, (), a, (),d, (w),d; (W),d,; @) =

evaluations of the parameters of PUOL ); C(w) —

evaluations of the parameters of AV(R ); Ei — rate of
the opening of AV (& (0,1]); c¢ - coefficient inversely
related to the area of RTn(g) — geodesic mark afsection of
the pressure headarl{M ); N (G, («)) - evaluation of
the power byi PU atk time interval; m - number of PU on
SPS; s, - electricity tariff atk time interval; M{H] - ME of
corresponding random variables, enclosed in biséRet

The problem of optimal stochastic control of thede®of
operation of SPS (1) - (13) belongs to the classoofinear

problems of optimal stochastic control with diserdime,
probabilistic and extreme constraints on the phasgables [2,

11, 19, 20]. There aren’t any exact solutions oé th
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H™ <H <H" (k=12,..23), (23)
Al min, 0
H,, - max, (25)

where: H ~,H * - calculated values of the minimum and

maximum levels of WW in RT of SPS where falw(1Q
probabilistic constraints (10) — (11) will be fidfd under

certain initial conditionsim,, H,, .

THE METHOD OF SOLVING THE DETERMINISTIC
EQUIVALENT OF THE PROBLEM OF OPTIMAL
STOCHASTIC CONTROL OF THE MODES OF
OPERATION OF SPS.

To solve the deterministic equivalent of the pnablef
optimal stochastic control of the modes of openatioSPS (14)

- (25) we will use the modified method of branciied bounds.

Initial data:

P - vector of dimension [24x1] defining the preelict
values for the inflow of WW at the planning intdrva

n - maximum quantity of similar PU which can be
switched on SPS (n=5).

T - vector of dimension [24x1] defining the thremit
tariff for the electricity, T- electricity tariff at the time interval
[i-1,i] (=1, .., 24).

H,- ME of the level of WW in RT of SPS at the

problems of such a class nowadays. The approximddeginning of the interval of control.

method of solving the examined problem by the itiansrom

stochastic problem (1) - (13) to its deterministiivalent the
decision of which is carried out by the modifiedtimoe of
branches and bounds is given in the present work.

THE DETERMINISTIC EQUIVALENT OF THE
PROBLEM OF OPTIMAL STOCHASTIC CONTROL OF
THE MODES OF OPERATION OF SPS

The deterministic equivalent [8, 9] of the problevh
optimal stochastic control of the modes of opanatibSPS per
day (1) - (13) can be represented as:

23

N, (@, )5 - min, k=0,..,25  (14)

m
k=0 i=1

hNSk - |__|k - hNAjrk (qu)+ﬁRerk (qu)"'z blri (ﬁk (qk )+h(g) ) =0,

ioM

(r=1..., m), (15)
qvihk :zqu ' qu >O' (16)
r=1
P @) =8 +8,T, +3,0, (0L, (17)
Mni Qi) = Ay +d T +dzqk2- oL, (18)
— _ ._98ih, G )5, .
N (q| ): NAik \Mik ik C O L, (19)
M 0, 9k @)
- 4.C .
hezi (@) = %, iOR, (20)
ik
hi (@) =song, Sax, i0M, (21)
Hk = Hk—l +Ck(qvhk _q/ihk)' (22)

Allowable limits of the change of the level of WWRT

of SPS[H, ., H,..J =[3,2;5,9].
Physical dimensions of RT of SPS:
V =4727m*; H = én.

ME of the WW flow in the operating point of PU:
q0 = 4180m° /s

The planning interval [0, T] (one day) is dividetbi three
subintervalsk;, k,, K, (k;, | =1,2,3) according to the three-
band tariff. We will consider the planning intereale day as a
set of time subinterval§s ={1, 2,...,24}, then in accordance
with the three-band tariff the se§ ={1,2,...,5,23,24
corresponds to the time interval with minimal fankith
medium tariff — the setS, ={6,7,10,11,...,17,22, with
maximal tariff — the set5, ={8,9,18,19,...,21. §,S,,S,
- noncrossing set§ NS,NS,=0 andS=SUS,US,.

OptStoim - a large number.

Conventional signs of intermediate data:

g - vector of dimension [24x1] determining ME o tiotal
flow rate of WW on SPS of all subintervals of theS (ni/s):

U - vector of dimension [24x1] defining ME of thevél of
WW in RT of SPS of all subintervals of the sell, - level of

WW in RT of SPS by the end of i time interval (m);

1, if OU,0U U, O[H,;, Hoals
uroven=<-6, if Oatleaston&, OU :U,<H_,,,
6, if Oatleastond&), OU U >H,_ ..

(26)
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m, m* - values equal to the sum of the products of the 3. estimgtes of the pressure-flow rate and predsop=for
number of operating PU and the time (h) spent emjieration  all technological elements of SPS;

at the planning interval for certain modes of dji@maf SPS. 4. estimates of ME of the expenses for the eléigtaind its

Stoim — ME of the sum of the cost value for thetetgty ~ value in accordance with the three-band tariff byjerating
consumed by all operating PU at the interval ofrobn PU.

The algorithm for finding the optimal mode of At the time interval k = 23, we obtain the evalaidf ME
operation of SPS: of the total cost of the electricity consumed bySSR the

1. Preseft, P, n,H,, OptStoim,H__,H__, j=0. interval of control [0, T].

Kn.ovvmgP and g0 determine ME of the number of RESULTS AND DISCUSSION
operating PU m.

2. j:=j+1. For the subintervak; : set the R mode The evaluation of the effectiveness of the proposeitiod
of operation of SPS (the number of operating Pledmh Was carried out for SPS shown in Fig. 2. equippiéufive PU
hour of the dayR =n, (0S) type FLYGT CT 3531 and four PU type SDV 9000/4508h

’ i/ -

passport characteristics are shown in Fig. 4, pipeogimated

3. Expect g, U, uroven. parameters in Table 1.

If uroven = -6, then come back to the point 2.
4. Set the new mode of operation of SPS R by tlyeafva

search of all _possible combinations of switching : PUcontroI of the modes of operation of SPS at theniat of
R=01..n,(@(0S). control [0, T] are:

5. If for the new mode R the conditons e statistical data, including the structure of SRSgths;
Z R>m or Z R <m-1 are met, then we come backdiameters; geodetic marks of the sections of tbespre header;

The initial data for the problem of optimal stoditas

i0s ios evaluations of the parameters of mathematical readell PU;
to the point 4. evaluations of hydraulic resistances of all AV; bl
6. We expect g, U, uroven. dimensions of RT;
If uroven=1, then we calculate Stoim. « dynamic data, including the prediction of inflafA\WWW
If urovenl, then come back to the point 4. into RT of SPS per day.
7. If Stoim<OptStoim, then OptStoim:=Stoim. RT has the following physical dimensions: heiglt m,
8. For the mode R mode calculating m*; if m*<m,rthe capacity - 4728 f The minimum allowable level of WW in
m:=m*. RT - 3,2 m, the maximum allowable level of WW ifi R5,9
9. Conclusion Stoim; R; U. Come back to the paint 4 m. Lengths, diameters and geodetic marks of prebsaders,
10. Selection of the optimal values Stoim*; R*; U*. respectively: :I =350 m, d =1,1 m, h® =-31,65m. The

diagram of prediction of the inflow of WW in RT pday is
Fig. 3 shows a flowchart of the algorithm of semgtof  shown in Fig. 5.

the optimal mode of operation of SPS at the interfraontrol At time zero k = 0 for the actual and optimal mdide
[0, T]. same conditions have been used: ME of the levah\bfin RT
H, =5,1m; three PU type Flygt operated on SPS. For the

actual mode the single-band tariff 1,238 has beed;dor the
optimal mode - the three-band tariff.

As a result of the solution of the problem (14p5)(of
optimal stochastic control of the modes of opeanatibSPS for

each time interval k, we obtain: The results of solving the problem of optimal ststic

1. ME of the vector of contrai(k) , including: the number control of the modes of operation of SPS are shioviiable 2
of operating PU, the position of the operating poireach PU;  and Fig. 6.

2. estimates of ME of the levels of WW in RT of SPS

Table 1. Estimates of ME of the parameters ofipecimating functions H-Q and COP-Q

Type of PU 3, a a, d, d, d,
FLYGT CT 3531 67,55976 -22,2469 -2,54534 18,33433 | 16,416 -54,1789
SDV 9000/45 57,22619 0,82143 -2,40476 1,428571 8%7,2 -17,4286
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Preset: j:=0,T, P, n, H,, OptStoim,

HenHom R =0; (i=12,::24)
v
j:==j+1.Fork;
R =n (i€s)) *
v

[Expectq, U, uroven |

uroven=6 or

uroven=1

Set the new mode R for interval j by the way

of search of all possible combinations of
switchingPU: R, =0.L.....n, (i< S;)

> R »m or

ZR <m—1

FEXpectq, U, uroven |

e

yes

Expect Stoim

v

Stoim=OptStoim

OptStoim:=Stoim; forthe mode R mode
calculating m*; if m*<m, then m:=m*

[ Conclusion Stoim; R; U|
|

Fig. 3. Flow chart of the algorithm of searching of théropl mode of operation of SPS at the intervabohol [0, T]

v
[Selection Stoim*; R*; U¥|

SDV 9000/45
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{,\-—-“' — " 60 — = i Egg COP, %
e COP, % 50 T~ - 3
cop [ 400 : - Lo . |
N_ 12 3 - ,-_-\“- 1000 |780
s® - 300 | -7 ar - 800 |
= ] 60 30 = 5 |-60
- 200 e COP i
-I—.m 20 7 L 400 -I-40
- 100 I—zo 10 5 200 20
T T T T T 0 +—0 0 T T T 0 -0
025 05 075 1 125 1,5 0 s 1 95 2 25 3.5
q, m¥s q, mYs

Fig.4.The characteristics of the pump units FLYGT CT B%&d SDV 9000/45
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Table 2. ME of the number of operating PU atritexval of control [0.23] for the actual and opirmodes of operation of SPS

Actual mode

Optimal mode

Hours Tariff ME of the number of | ME of the levels of WW in| ME of the number of [ME of the levels ¢
operating PU type FLYG] RT, m operating PU type FLYGT WW in RT, m
1 0,25 3PU 5,2 5PU 4,78
2 0,25 3PU 5,3 5PU 4,47
3 0,25 3PU 5,1 5PU 4,15
4 0,25 3PU 4.6 5PU 3,83
5 0,25 2 PU 4.6 5PU 3,39
6 1,02 1PU 4,7 1PU 3,39
7 1,02 1PU 4.8 - 3,54
8 1,8 2 PU 5 - 3,84
9 1,8 2 PU 5,2 - 4,14
10 1,02 3PU 5,3 2PU 4,29
11 1,02 3PU 5,1 5PU 3,98
12 1,02 3PU 5,2 5PU 3,68
13 1,02 3PU 5,2 5PU 3,39
14 1,02 4 PU 5,4 4 PU 3,40
15 1,02 4 PU 5,1 5PU 3,25
16 1,02 3PU 4.9 1PU 3,54
17 1,02 3PU 5,1 2PU 3,69
18 1,8 3PU 5,2 - 4,14
19 1,8 3PU 5,3 - 4,58
20 1,8 4 PU 5,1 - 5,17
21 1,8 3PU 5 - 5,60
22 1,02 3PU 5,3 1PU 5,90
23 0,25 4 PU 5,2 5PU 5,71
24 0,25 3PU 5 5PU 5,37
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Fig. 6. ME of the volume of WW pumped by SPS at thesadesf control [0.23] and ME of the number of opieigaPU for the
actual and optimal modes of operation

Table. 3 presents the estimates of ME of powercast Cost, UAH
value for the electricity at the interval of cohtj@23] for the
actual and optimal modes of operation of SPS. 50000 47235
Table 3. The comparative analysis of ME of the ipatars of 40000 -
actual and optimal modes of operation of SPS
Parameters Actual modse Optimal mode SR
N, kW 38154,21 36061,73 20000 +
Cost, UAH 47234,91 22009,45
10000 -
The analysis of the results in Table 3 leads to the "

conclusior_l _that while the transition to the thra(_aebtarif_f for actual  optimal
the electricity and use of the proposed algorittfnogiimal mode mode
stochastic control significant savings in the cft the Fig. 7. The estimate of ME of the cost value for the et
electricity from 47234,91 UAH to 22009.45 UAH cae b~ _ ;
orovided, which is 53.4% less than the previousamo consumed by SPS at the interval of control [0.23]

Fig. 7 presents the change of the estimate of ME of the
cost value for the electrical energy while thedition from
the actual to the optimal mode.

Fig. 8 shows that under the optimal mode of opmraif
SPS the capacity of RT is used more efficiently.
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Fig. 8. ME of the changes of levels of WW in RT of SPStieractual and optimal modes of operation of SPS

Thus, it can be seen from Fig. 8, that by 11 p.iB.dfithe
levels of WW in RT reaches its maximum value and laym.
its minimum value.

Practical application of the proposed mathematizadel
and method of optimal stochastic control of the esodf
operation of SPS and the transition to the three-tariff for
the electricity provides a significant saving imefncial expenses
of SPS for pumping WW at the interval of controQ

CONCLUSIONS

Scientific novelty:

1. for the first time SPS is represented as a stocludmct
of control operating in the stochastic environmitratjowed to
take into account adequately the specific chaisiitsr of
stochastic processes of the inflow of WW into RTSBS and
the stochastic properties of technological equipneénSPS
which gave the possibility to present the probldnopiimal
control of the modes of operation of SPS as thblgmo of
optimal stochastic control with discrete time wittobabilistic
and extreme constraints on the phase variables;

2. for the first time the effective method for solvitize
problem of optimal stochastic control of the moolesperation
of SPS by the transition to its deterministic egld@at and its
solutions by the modified method of branches anthdéi® has
been proposed.

Practical value:

The estimates of the effectiveness of the proposed

mathematical model and method of optimal stochastitrol

while the transition to the three-band tariff foe €lectricity was 9.

carried out using the example of the main SPS (B5&RBe of
the largest cities of Ukraine. It is shown that tise of the

proposed method in comparison with the currentiglumethod 10.Galeev A Suleimanov P, Arslanov

of control of the modes of SSPS allows signifigatip 53%)
to reduce the cost value for the electricity, famping WW
SSPS at the interval of control [0, T].

1.

2.

3.

4.
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Abstract. The problem of finding the parameters oflarge spatial and time dimensions, the weak prabiity
the gas transmission system in terms of its operati of input parameters, a significant influence ofeeral
under unsteady operating modes are consideredhaye s factors and insufficient metrological support gheat
mathematical models of gas flows in the basic itaeslin  complicate both the formulation and solution oftgemns
the system with a complicated piping diagram. Thef the analysis, optimization and finding control
solution is built to solve a system of partial difintial Parameters of gas flows. Not yet fully solved thefem
equations with the finite element method of larg®f creating modelling software for optimization of
dimension with boundary conditions, some of whica a Unsteady operating modes of gas transmission sgstem
designed in the process of solving the system dfhe effectiveness solving unsteady flows of gas
equations. This is due to the provision of technarad transmission will improve the operative dispatchntcol
technological constraints on the pressure of tmeroled  Of gas flows
points of the system. On the resistance to finding The work for finding solutions of the corresponding
solution significantly affects a step of the timmodinate. nonlinear systems of partial differential equatidhsit
The proposed a|gorithm in the edmng process ofvfl describes the processes that take place in thigigscof
diagrams provides an increase in stability of swvi the GTS used iterative approaches, which are based
systems of equations, and significantly reducestithe the linearization of the original system with a ther
for the simulation. refinement of the solution by calculating the retpe

Key words: transmission system, compressor statiorfliscrepancies.

optimal operating mode, gas flow model, network eipd

PUBLICATIONS
INTRODUCTION
In general, the simulation of the transmission a$ g
The calculation of the parameters of the gas pipeli through pipelines is reduced to the analysis of the
system is a complex mathematical problem. Main gg®mplete system of equations of gas dynamics, which
pipelines with compressor stations and other tasliare contains the equation of continuity, change of moiue,
a single facility, all parameters which are hydizally —€nergy, and the equation of gas state. The complete
interconnected. Changing the mode of operation rof $ystem of partial differential equations of gas aiyics is
individual object is to change the mode of the renti generally a non-linear, and its solution is conedatith
System_ The gas transmission System (GTS) be|(][ngs tconSiderable difficulties. At this time, thay buik
class of nonlinear systems with distributed paranset Significant number of ways to solve problems of ttyipe
which are characterized by a network layered sirecta [1-6]. All of them can be divided into several das:
large space and time dimension and distributiore trRnalytical, numerical, approximate and iterativaclt has

presence of continuous and discrete control agtians itS advantages and disadvantages. As practice slibas
high level of uncertainty of objectives, structurechoice of models and methods dictated mainly proble

properties and states, as well as influences from tthat need to be solved on the basis of the coristiuc
environment. mathematical model. The one of effective solution

Transmission system, in which objects are hydr@pproaches have linearization of the initial equregiwith
thermodynamic, filtration and other physical praess is the following refinement of solutions based on the
the subject of control. The physical nature of tyas building of iterative procedures. Most modelling
allows a wide range to change its parameters spres techniques that have practical use, lead to thesséty of
temperature and volume. In this regard, the gaswaym SOlving systems of differential or algebraic eqoiasi of
processes that take place in the facilities ofsystem are high dimensionality. This raises issues of resistaand
described by complex mathematical dependencies. THE minimum time for solving systems with guaradtee
nonlinearity of the dynamic processes that evolvero accuracy.
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Publications on the subject of the work carriedlmut where: z - compressibility factor that characterizes the
many groups [7-11]. Attention should be given otdy difference between a real gas from the ideal and is
those works that have been tested on real dataamtie determined on the basis of empirical relationstipst
used for the development of modern systems ¢1], R - gas constant.
dispatching management. Requirements for such works Gas compressibility factor is calculated for thelwe
are well-known - they have to work steadfastly e t known formula [12-13]:
entire range of gas-dynamic processes that proiscets
in the modeling of gas-dynamic processes in systeitis 1
complex piping diagram does not require simplifiwator z =ma 3)
equivalenting parts of the facilities, to be adajgao the

different characteristics of the actual operatidhgas . . o
transmission systems. At this time, the models a$ where: a and b - approximation coefficients calculated

flows for individual facilities are sufficiently areloped. Z for the known procedures - procedures for calmdat
The main problems associated with the developmént 8aS compressibility factor, such as Hall-Yamburg,
methods and algorithms for the implementation oflete Redlich-Kwong and others = (24— O.21“C) MO here

of individual and interrelated systems of faciktiel his
requires a minimum simplified models of systems, O
providing stability of simulation process in the ol When steady-state conditions of gas flow the
range of flow parameters and meet many of the feahn {€mperature depends only on the coordinates and
and technological limitations, to minimize the tinog¢ Cca@lculated by the formula:

obtaining results and maximizing the automated ggsc

of formulating and solving problems. A certain pairthe T(X =Ty + T,€%,

works that related to the development of commercial

products, they are type of advertising and adwendisly where:

p(X) - measured in atmospheres.

functional part of the developed systems, rathemth k7D
mathematical apparatus implementation. This appbes T =T = Too Tee= Tom T+ T A=
software systems: Astra (Russia), SIMONE (designer P
SIMONE Research Group sro) and developments, which 1 1 gAh
are operated by Schlumbergerhe most informative Ap=p =R Too=—| AP| D ——|+—|.
; . . aL c.0 C
conference proceedings are, in particular, confaen p/70 P

which are held in "Gazprom VNIIGAZ" [22-24].
The Reynolds number is calculated by the formula:
MAIN RESULTS

Unsteady non-isothermal model of gas flow. Re=
Unsteady, nonisothermal gas flow in pipelines is HRT 273+ C
described by the system of equations [5,6,9]:

Dvp T+C (273j%
T

where: M = p,Q, - the mass flow rateT, - temperature

Av [ ipelingf_ -
o(pv) +i( p+pv2) _ —p( |V| + gﬂ]} of the inflow gas to the pipelin€f, - temperature of the
ot ox 2D Tdx soil; D, - Joule—Thomson coefficien€, - heat transfer
a—p+i(pv)=0 1) coefficient from the gas to the soilAh - height
ot  ax ' ' difference between the end and the beginning of the
9 9 P) 4k(T -T) dh pipeline; p, - the value of the pressure at the beginning
—(pE)+—pv| E+— |=—2—"~pvg—. Lo o
ot X 0 D dx of the pipeline;p= p(X - the distribution of the pressure
along the pipeline;p, - the gas density under normal
where: p - the density of the gasp - gas pressurey - conditions; x - running coordinate. Gas constant and
gas velocity; A - coefficient of hydraulic resistancé; -  compressibility factor, usually taken constant. (3)
coefficient of heat transfer from the pipeline toet The linearized system by velocity occurs for

ground; T and T, - the gas temperature and the soifiorizontal pipelines in certain ranges of veloatange
o . along the pipeline. The large-diameter pipes with
temperature, respectivelyy - the depth of the pipeline; gignificant volumes of gas transmission must tak® i

E - total energy per unit of gas magy;- acceleration of account the change in its kinetic energy, to wHittte
gravity; D - the diameter of the pipeline, xD[O, |] - attention in publications for the subject. Lineatian
method, which allows you to specify the linearizaddel

the (_:oordmate of the pipeline, - the length of the and iterative process to build solutions of thetesysis as
pipeline. follows.

To close this system of equations using the equatio The curve f (v):v2 will replace the chord and

of gas state:
tangent. Since the transmission of gas velocityngha
p=pzRT, (2) from v, to v,, then the equation of the chord and the

tangent that passes through the point:
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(Vlv f(Vl))’ (Vz’ f(Vz))’

of view ¢ (v)=3g,v- 1,
where: i =1 are for chord, and =2 - a tangent. And
wherein:

2
a01 = a02 = V1+ V2’ bOl = V1V2 Ta b02 = 0'5(V1+ V2) )
Given the above, the system (1) in an isotherm
mode of flow can be written as:

o(pv),dp Aay Al _Apr,
st ax 0PV p P ZD[V2 % (V]
9(pv)_10p '
J X A
or
7 7 Ap
GWOP o w-bp=2P[-0
Segraomtoe LA
%Q-}d_a):o
¢ at X
where indicated:
__Ab, _
h'2DngT’ PV
_Aa,
T

To determine the hydraulic resistance of the gas fl
there is empirical formula:

a, ak \*
A =-a. _2+ 3w , 5
{Re D j (5)
where: a;, i=1,4 - are some known constantk, -
roughness of pipelinesk( and D in mm), 4, - the
dynamic viscosity under normal condition§, - the

Sutherland’s constant. Formula (5) gives the gstateor

under unsteady operating modes (laminar to turbule

flow and vice versa).

Present system (2) is a key system of equations
unsteady model of non-isothermal gas flow in th
pipeline, taking into account the profile of thegline.

Unsteady flow model of gas transmission networks

[19-21]. Mathematical model of the gas transmission

system is based on its piping diagram. Structur
properties of the piping diagram affect both thaefsion
of the system (system model) and the complexitytof
solutions. Conducted numerical experiments showatl t

some simplification of the piping diagram providesylfilled,

greater stability and reduce the time for solvirge t
corresponding systems. The basic graph operatiocis s
is the union of edges and contraction of the edigfesthe
vertex. Important is the sequence of operations.
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Building and editing piping diagrams. GTS piping
diagram presented as a graph= (V, E) , whereV - the

set of vertices (nodes)E - a set of edges. Edges
represented objects that have extension in spaci;es -

all other objects. In the case of mathematical riogef
processes that take place in the edges, each chvihi
divided into a certain amount (which depends on the
length of an edge) segments. The end result is the
calculation of unsteady flow, which take place het
Cfﬂ‘:TS, is reduced to solving the system of equatidms.
important performance criterion is the choosingtlod
minimum number of segments of edges, to receive the
smaller dimension of the system of equations, and
thereafter, it will be solved. On the other hardr-higher
accuracy simulation of unsteady processes need ofore
these segments. It should therefore be a balanced
approach to reduce the dimensionality of the systém
equations.

The obvious fact is that the graph must not contain
zero length edges or diameters, therefore thesesesig
identified with one of the vertices (this includepen
valves, bypass valves, and etc.). It is also apatEpto
consider a sequence of edges that have the sametdia
as one edge. That is, if certain adjacent edges

e =(v.Y)., €.=(V,V.,) have the same diameter

D, -D, 1‘ <é&,, Where &, - the tolerance value for the
, .

diameter of edge®, and g,; and assign a value to the

length of a new edge equal to the sum of the two
combined L. =L, +L,~and D.=D,. Another
j 41 g

parameter that allows you to simplify the system of
equations is to set a minimum length of edgeséngtfaph
L,,. If an edge is shorter thahn,, it is identified with a

vertex. This reduces the number of edges, and ftrere
the number of equations. By choosing the valug

necessary to take care, given that the volume ef th
geometric edges of the modified graph was not
significantly different from the original graph tife GTS,

as well as the topology was not chang€dnsidering it

is also contemplated not to conduct shrinkage efeiiige,
despite the fact thalt < L.

It should also be noted that certain parametetbef
vertex v of any incident to the joint edges (pressure or
[hflow or outflow of gas), which is absent in thedified
%r];aph, should be considered at the vertex of e gf

®r end of the resulting edgey,. The algorithm is

implemented choice of the vertex with regard to the
distance corresponding to the vertices, that is, if

L(\T)s L(m) then the change will occur to the

1 “nou

alertex v, .

Network model of unsteady flow [14-15]. Since
when unsteady gas flow Kirchhoff's second law i$ no
then the design of the corresponding
mathematical model should be carried out on other
principles - conservation equations.

For ease description, consider a system with desing
vertex that containdVl pipeline sections. Suppose that
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the system consists of th®l, input and M, output Simulation of compressor stations [16-18].The

sections that are indexed in the appropriate or@emote Model of a compressor station (CS) is based omtheel

X, the point of connection. Denote the length and th‘é‘c the structure and the models of its facilitiethe

; , structure model is represented as a graph in wtkieh
diameter of the k - section throughl, and §  gpjects that have extension represented as edgeslian

respectively and K=1,M). On Each site we choose aothers as vertices. The main object is the gas oesapr
unit (GCU), and consist of the engine and the deigtl
compressor (CC). It is known [16] that the paramsetd
the index depends on the direction of gas flowefor. the gas inflow and outflow of CC are associatechlset

point{x,.}, , which is fairly close tox, (the "+" or "-"in

k section system (1) takes the form: of empirical equations:
{awétt X) apéi X 4 Cotlt, )+ Gy H(1 x)} =0, £= ¢1[[q]n {1} ] n. = ([q] )
O T L "
op(tX) , 20t X)| _q o7 3
O 4(07-pfa)

k-1

Tz =T %ng%m'

where: ¢ - the speed of sound in the gasy= pv,

/]Vc g dh sux “oux 6x
©7 28 ¢ TRT 0 . -t ) p

25 ZRT d) Nep = Ne KNe 1_ Kt . 2 > A
v, - average speed, t, +273) 0,103

XD[O'{XJ-}J . when k< M, or Other operating parameters of the GCU folow the

xO[{x.},, L], when k>M,. equations:
_ Given the equality of pressures for a_ll sectiomahat q,, = o KO, 75ﬁ+ 0,25 L+273 p, .
point of connection and the Kirchhoff's first lane will e N/ t' +2730,1033"
have model of the gas flow in the vicinity of the 860N"
connection vertex: qr. = &, N, =N, :(n7,Ky).
pg /7:in03
Oaft,X) , op(t, ¥ _ ERY
{T*'T*'Caﬁ(t- N+GHIR =0, k=L M, where: n - speed of the CQg - the gas flow rate through
k
Op(t,X)+Cz deft, ) 0 the CC,7,, - polytropic efficiency,q,, - nominal flow
ot ox s @) rate of fuel gasg¢ - pressure rationN; - rated power of
(0} =pt%},  Oij4 M the the gas turbineK, - coefficient of technical state of
i ’ j "
My M the gas turbineK, - coefficient, which takes into account
- i~ the effect of air temperaturet; - temperature of the air at
st} = > {81 x} =0 he effect of : fth
i=L jTM,+L

the inlet of the gas turbind; - nominal temperature of

where: xD[O,{xJ_}k} ,whenk< M, or the air at the inlet of the gas turbing@, - the absolute
pressure of the air depending on the height abeee s

XD[{ X} Lk] » when.k > M;,. level H; Q, - the nominal lower heating valug! - rated

polytropic efficiency;7,, - mechanical efficiencyK,, -

System (7) will describe the gas flow in tid technical condition according to power.

sections which are connected at one pokjt This

approach can be easily generalized to the caseooé m  The developed algorithm of CS operation for a $et o

complex network structure (with lots of vertice$p do . ;

this F2/ve design a directed g(jraph whose edges?;nmd input data (p,.R, P, T, a{M7) (the density of gas at
to sections of the pipelines. Then, for every edge standard conditions, the gas pressure at the .iolﬁtgt
vertex (vertices degree which is greater than 1)case 92S pressure, gas flow rate, count of GCU in each
work out the set of equations (6) and (7) respebtiv workshop) calculates the operating mode of the CS

To find a numerical approximation of the solution(Tz,sjk, n.& ¢ N) (the outlet temperature; scheme of

(6), (T_) it iSf aﬁlvisabl(;e ltogerfom;w a spatial aamporzé P?CU connectionsi - stage numberj - number of GCU
sampling of the model. On each time step we take tk ) } i
number of iterations to solve the linearized systein in the stagek - the type of GCU; CC speed; pressure

equations with sufficient accuracy, and have sohgiof ratio; the amount of fuel %as and gas turbine ppwer
nonlinear equations (1). Indices (i,j)O{N/,N/} (N, - set of stages of CC;

K .
N; -setof CC ati - stage).
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To calculate operating mode parameters at time defined by the insulation coating pipelines; iminm
I+ I ]

_ the consistency of connection scheme with inlet and
equations for the unknowng (volume flow rate) and® g tlet pipelines.

(gas pressure). In this system of equations, anudiner

conditions are met pairing. If we consider the GSttee The numerical experiment. The numerical
edge of the GTS, it is necessary to set the comsiores experiment was conducted on a real gas transmission
ratio £, which reached by CC, working for a given powegkystem, which belongs to one of the depatmenthef t
W =(W,..,W'), wheren - the count of workshops of PJSC "Ukrtransgaz" (see Fig.1). The main objeotras

the CS, and this edge will provide the fulfill ohet © analyze the impact of topology changes on the

; _ ; dynamics of changes in the flow parameters, the
equation P, =R[£ . To calculates we have realized distribution over time. The change of topology e t

function that ‘palculates the operating mode of @G opening of three taps at a specified time. Befdre t
(T,.8.1n.§ . ¢, . N) using data(p,, B, B, T,, a.{M?}) . simulation was carried out to identify models o gaws

Transition of the CS to the non operating moddhn the facilities of the system. Opening taps lds89
occurs using compression ratian=1. Turning on CS is Mminutes. Step-by-time variable was eqil=10xs .
performed within N, steps of approching compression  After simulating parameters of the gas flows we got
ratio £ from £ to & Then there is the operatingvalues for each facility type vertex - pressure and

mi default temperature, and type of edge — volume flow rater av
mode of the CS in the situation that has occurete® simulation time. The simulation results, as an epam
fix the power of the CS. are shown for one of the valves in Fig. 2.

Changing power of the CS (increase or decrease) is The current system of finding of the boundary
proportional to all the operating workshops by @a8 conditions and simulation of unsteady modes with
percentagex . In this casex defined as the percentagevariable step provides simulation and control valve
deviation of the monitored parameters from theropth  pressure reducers and valve systems for hydraotitral
value functions and protection. (control valves MOKVELD).

The ratio of simulation time with a complex piping

The boundary conditions At the inputs and outputs diagram to the real-time transmission of gas dymsami
of the network of gas pipelines are set boundafyrocesses is in the range 1: 15 - 1: 20, which is
conditions on the pressure and flow rate. Some diyn completely acceptable for practical use. The maitdr
conditions are calculated during the simulationgak- of influence on the stability of the simulation hamge
dynamic processes. On calculation of the boundagtates of a few taps simultaneously. In this cashility
conditions have a significant impact technical angf the method is enshured by a speed of model gas
technological restrictions: the work points on thejynamic processes in the vicinity of taps, as slithe
characteristics of CC, surge area; CC maximum velunteduction of the time step in the numerical analysi
flow rate; CC shaft speed,,, <n<n,; maximum

power of the gas turbine; CC maximum initial pressu
which is determined by the strength of pipelineshat
inlet of CC; the maximum temperature at the ouife€C

n

.- i

Fig.1. Piping diagram of gas transmission system of pipebperator "Lvivtransgaz"
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Abstract. The article is devoted to the analysishef OBJECTIVES
possibilities of GPS-technology (Global Positioning
System) in the tourism industry. The study is desdio The goals if this research are:
the identification and analysis of functionality wiobile . an analysis of current tourist information
computing devices equipped with GPS receiver inisou  systems, based on information of the user's logatio
industry, the methods and means of their implentiemta « an analysis of the structure and operation of
building on this basis a mobile information teclowyl for  GPS (global positioning system);
tourist support at all stages of his journey. Thieee the + an identification of the methods and tools for

goal a number of mobile information systems usiatad pyilding tourist mobile information systems based o

GPS, methods and means of their implementation, ®§namic information about the current location b t
comparative analysis of current cartographic sesvithat |;ger:

are used in the developing of mobile information .  getection and identification of research areas and
technology applications for tourist are analyzedeT aqks that require further scientific and technigaly
study outlines the place of GPS-technology in thg.search.

"Mobile tourist information assistant” system, dhd role The summarizing aim of the described in the paper
of Google Maps services for information technologyesearch is the identification and analysis of the
support and implementation of the main touristess in functionality of mobile computing devices equippeih
mentioned mobile information system. GPS receiver for tourism. The development of new

_ o . methods and means of their implementation, building
Key words: GPS, global positioning system, mobilgneir pasis a mobile information technology for risu
technology, tourist, tourism, location-based seasjc support at all stages of the trip.

mobile application, location-based recommendations,

trav_el .guide, route planning, navigation, indoor THE ANALYSIS OF RECENT
navigation. RESEARCHES AND PUBLICATIONS

INTRODUCTION Theanalysis of up-to-date resear ches and profiles
The use of modern Smartphones and tablets isOf the use of GPS technology in thefield of tourism

becoming an integral component of information suppo . | N€ most common profiles of researches on the use
of tourist during the trip. To determine the ustotation ©f mobile computing devices equipped with GPS
by mobile applications can use technology platfofrthe ~ 2nténnas and activity of the information services t
Internet, radio signals and GPS data (giobal pmsiig determine the location of the user in the fieldt@irism
system). The most common in the sphere of tourigen a2'®:
mobile information systems using GPS data. The
technology that is mentioned has several importaH@Vel: _ _
advantages: free distribution, independent from the ° information methods and tools for analysis of
operator and the territory coverage of mobildourist behavior.
communication technology, precision of positioning. , )

Location services can assist the user in obtaining |Ne Systems of the information support of the
travel experience while staying focused on trip'aim tourisisduring thetrip

aim, to make the trip more comfortable, more meibiera Information systems of specified class often have
and informative [1]. functions of information processing of the current

In addition to new features, the emergence of reobjfocation of the user. The systems that have no such

technologies with GPS antenna generated new nefeds'ction are becoming less popular, because toisist

tourists, such as rapid and accurate determinafigheir ©Ttén unable to determine his location during tiet
location, personalized planning of tourist routelse Popular mobile algorithmic applications for tousist
dynamic change of tourist route, and so on. that are based on GPS data are navigation systeuts,

planners, augmented reality systems and compueeltr
guides.

 information technology support during the tourist
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Mobile navigation systems. An original route planning information system is a
The navigation task differs depending on thenobile software and algorithmic application creatsd
specifics of the environment [2]. scientists Mendes and Ribeiro [9]. Its main fundility

Scientists of the International Association ofis planning "healthy routes”, such that avoid aredh
Engineers (IAE) developed navigation system thahe highest air pollution, road congestion, andemor
provides the general information on the relevanted3]. Tourist computer guide.

The approach assumes that the user creates and form Scientists of Cultural Heritage Management
sightseeing trip plan by himself by selecting thesiced Laboratory (CHMLab) have developed a powerful mebil
tourist sites to visit from the proposed list. Thgtimal travel application with functionality of computeravel
route is generated automatically on the mobile @etiut guide. The system uses GPS to determine usergooca
only that objects that are the part of the roueeshown. and gives information according to that data. Tystesn
During the trip, the user must rely on a digitalprend is under improvement and implementation now [10].
GPS information. Authors of the system believe tihat Scientists of the University of Applied Sciences
use of this application while traveling offers moreZittau / Horlitts (Germany), Ronnie Kramer, Modsin
opportunities to get richer and more positive inggien Marco and Klaus Nahen are to developing a mobile
from the trip to the tourists tourist guide called DTG (Dynamic Tourist Guideattls

Among the information technology developments & thbased on contextual information. Mentioned mobile
field of navigation systems the navigation systéonsvater application identifies and stores user preferemcesder
vehicles are becoming increasingly popular. Saentf the to provide more personalized travel information. In
University of Munich have developed an informatsystem addition, DTG plans travel routes and uses GPS
to support safe traveling in mined waters [4]. Asential technology for navigation and information suppoft o
feature of this system is particularly centimetecusacy of tourist trips [11].

the coordinate calculations and optimal route $elec Under the guidance of Bruce Thomas, scientists of
criteria according to the safety needs and durattbn the University of North Australia have developed a
implementation of the trip mobile travel guide, based on information about the

Actual profile of the research in the field ofcurrent location of the user. The main functionsthof
information systems that actively use GPS navigatiosystem are [12]:
techniques is planning indoor routes. The resdlthese « providing information on tourist facilities acating
studies are useful for the tourism industry, as enaus to the place of residence in the form of hypertesrkup
tourist sites have quite complex spatial structarel language;
tourists may get lost or did not observe partidylar « Displaying users position on the map;

interesting elements of objects and spaces witbotside e Good quality mapping of the information on
help of the professional guide [5]. devices with small screen size;
Powerful navigation system GROPING « planning of tourist trips;
(Geomagnetism and cROwdsensing Powered Indoor < planned tours saving;
NaviGation) was established to support the proadss « spatial navigation manual of the user.

movement inside buildings. The system is suppobgd CRUMPET

Google Maps Indoor. The main users of the systean ar In the class of information systems that activedg u
employees of the large corporations that are locai¢he GPS data a powerful tourist information system
complex structured buildings. The system allow€RUMPET («Creation of User-friendly Mobile Services
managers to track the movement of their staff amel n Personalized for Tourism») developed by scientadts
employees to find the right way in the buildingsocial organization Information Technology (IST)psls

conveniently and quickly [6]. up [13]. Its feature is functionality load for guita full
Route planner. range of travel needs of the user. Because ofithkshb of

Scientists of the Masaryk University (Czechfeatures it is difficult to attribute the mentionsgstem to
Republic) developed methods and tools for planningne of the classes that were submitted previously.

optimal travel routes. They took into account patars The system has the following features, which are
such as comfort, value, duration and informativenesseparated by type of action and specificity [13]:
Researchers paid particular attention to the cocistn « the use of personal user information involves

and speed of the information processing of the taobigenerating of personalized recommendations, takita
route planner. The researchers developed originatcount of both individual and group needs and
mathematical methods for planning travel routesehall preferences, constant dynamic studying of user
suggested properties [7]. preferences when using the program;

Scientists from Aarhus University (Denmark) have « the use of GPS data involves the use of GPS data
developed a mobile software and algorithmic apfibca in the selection of its services, in the formatifrtourist

for indoor route planning, based on data from tHeSG routes, in the imaging user's location on the mag its
receiver. The features of this system are thewolig [8]:  navigation.

* precise definition of the location; The operation of the system is based on a set of
* good quality and fast route planning; scenarios and multi-agent technology, that is nesinte

» Augmented reality information labels; for the execution of these functions and user fater

« audio and map indoor navigation; implementation [13].

« Augmented reality mode.
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Tourist behavior analysis. Theanalysis of modern I T developmentsin the sphere
With the appearance of technological innovations of GPStechnologies and tourism
that are geographic information systems and GPS the
behavior of tourists, their goals, desires and gueafces According to the rapid growth of the developmerits o
changed significantly [14]. On this basis, new methof the tourism industry and the demand for good qualit
analysis of human behavior while traveling weranobile travel applications leading IT companiesttie
developed. The possibility of tracking the movemeht world have developed a range of available tourist
tourists by using GPS signals within the city akous to information of mobile technologies with GPS support
identify the most popular tourist routes and féeii, and The mobile applications for route planning and gation
identify those parts of the city, that tourists gldoavoid of the user have got the greatest popularity.
during his travels [15]. A good representative of route planners is a mobile
GPS data is usually analyzed at the macro and micirdformation system Voyager: Route Planner. The gdal
levels. The example of macroanalysis is a gendualys this application is automatized planning of optin@ites
and analysis of the movement of tourists during thef trips. The system uses GPS technology to det&rmi
Biathlon World Cup [16], where GPS devices weredusethe user's location and its navigation accordingato
by every tourist, management institutions and dociplanned route. According to mobile application
infrastructures that were marked on digital mapbe T developers Voyager feature is the ease of intenastior
macroanalysis can provide general information o@ ththe user and comfort of the interface [21].
movement of people and is mainly used in situations A popular application in the field of route plangin
where are big groups of people such as worldlso is ViaMichelin. This software and algorithmic
championships, festivals and others [17]. complex implements the following functions: deteming
Microanalysis needs the information on the factorasers location by using GPS, the use of varioussygf
that influence the choice of the route, such asaic and maps that depends on the user desires (Michelinsmap
natural conditions, available activities, socio-@gmaphic Lite maps, satellite view maps), planning the opfim
characteristics and other features of tourist datins. route by taking into account the mode of transpord
[17]. information on the current level of traffic, thetiesated
During the second symposium CAUTHE (Thecost of the route calculations by taking into acttothe
Council for Australasian Tourism and Hospitalitydata on toll roads, transportation fees, fuel mi@and the
Education) Sven Gross and Michael Hatch introdugedtype of the transport, providing data on the poiafs
mobile information system to analyze the behavibr dnterest [22].
tourists. To improve the efficiency and ensure high A popular application in the sphere of route plagni

quality of the system they conducted [18]: in general and tourism in particular is a softw#wel
«an analysis of the trajectories of GPS systemsyiser Route4Me. The main feature of this application he t
a survey of user experiences; existence of the possibility of forming a route vieeén
ean analysis of the factors of attractiveness afigd  unlimited number of target points [23].

facilities. In the class of mobile navigation technologieséhisr

The system performs a navigation function and ia powerful software application BE-ON-ROAD. This
designed for mobile devices that operate basing @ystem is a free navigation for devices based @mnating
operating system Android [18]. system Android. BE-ON-ROAD uses cartographic

A popular class of information systems is a mobilelatabase OpenStreetMaps, which are updated several
system to analyze the movements of people in ligsci times a year and can be stored in the user devit@aes
The target users of such systems is the taxi compad not require a permanent connection to the Internet.
individual taxi drivers. The main its objective t® Attractive features of the system are: free mapatsd
identify popular routes and stops to build optimalites night mode based on the local time zone, savingahte
for public transport [19]. on the user device [24].

An innovative technology elaboration in the fielfl o A popular offine GPS navigation application is the
modern information technologies to analyze the bigina mobile navigator Navitel with capabilities using oge
of tourists during the trip is GimToP Toolkit (GTK) social services and detailed maps of 62 count2&§.
which combines original methodological approach andihe features of the system are autonomous mode, the
processing technology trajectories obtained byqu@RPS ability to exchange information on social networks,
navigation. The system integrates results of thelyais saving the maps on the memory card in of the detime
of users route with the survey data obtained bwgisi dynamic information (the weather, traffic jams, doa
special mobile applications [20]. repairs, events, etc.), support of 3D mapping, itmgdual

navigation unlimited number of stop-points of tbate.

In the class of mobile tourist navigation systehesé
should be allocated the software navigator Maps.Mhe
system has all necessary features for offline GPS
navigation and planning of tourist trips. The feataf the
system is high detalization of maps and their dyinam
update when the use connects to the Internet [26].
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THE MAIN RESULTSOFTHE
RESEARCH

Structure and principle of the Global Positioning
System (GPS)

GPS (Global Positioning System)
electronic tools to determine the position and o#joof
the object on the Earth's surface or the atmospl2&ie
This worldwide radio navigation system consists2df

V. Savchuk, V. Pasichnyk

Depending on the needs of the user the following
types of GPS receivers signals can be used [27]:

* Handheld GPS receiver, that is able to determine
the user's location with an error not exceeding;15m

« Differential GPS receiver (DGPS), which is alde t

is a set odetermine the user's location with an accuracy of 1

radius;
« Professional GPS receiver with the Real-Time
Kinematic process (RTK) support, which determirtes t

satellites NAVSTAR (Navigation Satellite Time andlocation of an object to centimeters.

Ranging), several ground stations and nearly ofleem

When switching on the GPS receiver it is in one of

user devices. These segments of the system, namthree starting states [36]:

space, surface, the user - are completely interoks.

« Cold start: Receiver does not contain any saved

The space Segment consists of 24 major and Seveinformation on the latter's location and the curtene.

additional satellites that are put on six differeircular
orbits located at an altitude of 20200 km abovegttoeind
and at an angle of 60 ° to each other so that fammto
twelve these satellites are seen from any pointhef
globe (see Fig.1).

Fig. 1. The location of the satellites in space. An exampl
of visibility from a certain point of the earth aertain time [28]

Ground segment consists of 12 stations: GPS master

control station, ground antenna and monitoringimtat
(see Fig. 2).

Monitoring stations monitor the navigation signafs
all the satellites in the continuous mode and ghisddata
to the control station for further processing. Coht
station calculates the position of each sateltitéhe orbit
and corrects data on its board time. In the futtinés
information is transmitted to the antenna statlonorder
to preserve the accuracy of calculations of the dat
each satellite it is updated three times a dayhBatellite
is always in sight of at least two ground statif#§.
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Fig. 2. Ground Station Global Positioning System

« Warm start: Receiver contains data about previous
user's location and the current time, but the terim
relevance of temporal data has expired.

* Hot start: a state when the receiver has acoesl t
necessary data and it is valid and correct.

GPS receivers perform the following functions:
accumulate the data from satellites, measure theaki
parameters, calculates the position, speed and time

To determine the exact location of the user, GPS
receiver must determine the distance to each ofitlele
satellites and measure the duration of the movesneit
the signal from the satellite to the receiver, aattulate
the time delay.

During the process of determining the locationha t
following errors may occur [27]:

« User side errors: delays caused by the ionosphere
and troposphere, the satellite clock error, andrso

« Equipment errors: interference receiver antenna
direction, electromagnetic radiation, many recejvin
streaming data, etc.

Construction of thetourist infor mation systems
with the functions of route planning and navigation
based on GPS data
Good quality location-based are available becatise o
the GPS receivers that are embedded into custonilenob
device.

Information sources of systems that are based on
GPS technology

These systems in addition to data from the GPS
signal receiver use information from road maps lolzgas,
data and points of interest (POI), dynamic datehsas
traffic and weather.

Road map databaseBatabases of this kind consist
of road maps converted into digital format of segtaef
corresponding maps. For example, the map of théedni
Kingdom consists of about a million individual segmts
of roads. Maps are stored in vector format as setpra
lines (connections) that are roads and interseqimints
that are intersections or other road features. Hah
must start and end points and data on road distorft29]

Among road databases and maps should be separately
identified services such as Google Maps, Open3tiaget
(OSM) and Yandex.

Google Maps is a set of databases that are based on
the free map service and technology provided bygiono
Service enables the usage of cartographic data and
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satellite images of the earth's surface, and pesvatcess
to an integrated business listing and maps of roaith Table 1. Comparative matrix of functionality of cartographic

function of routes planning [30]. services

OpensStreetMap is a free service of creation and use .

. . Cartographic a
of publicly available maps of the world, foundedthe services g |z
UK in July 2004 by Steve Coast. OpenStreetMapadt, f ® T | = §
is not just a map in the conventional sense, inisst _ 25 % =
likely a base of geospatial data. It contains theggaphic | Functional 182 ¢ |8|2
) LI . - ) Characteristics . o | Elm

coordinates of individual points and informatioroabthe s I=
objects of the highest order — lines that conpettts, [~Available Road maps 4 4 |-
connections, which may include points and linesl #0®@ [ Available satellite view H - b+
attributes of these objects. Therefore services diféer Available building indoor plans 4 4 =
among themselves, by the way of mapping data DBtreet view + - ++
functionality, can be built basing on the same O&fa | Points of interests detalization (max 4 p.) 4 |2 | 13
[31]. Dynamic information (traffic jams) H o -+

Yandex is similar to Google Maps service, creatgd kb Dynamic information (weather conditions) + | — | —| —
Russian developers. IT has more detailed informatio | Detalization (max 4 p.) 4 3 21
cities of Russia and CIS countries [32]. Speed of map layers drawing (max 4 p.) 1 |3]|4#

Bing Maps (earlier service called Live Search Maps,
Windows Live Maps, Windows Live Local, MSN Virtual ~ Geocoding is a transformation of the place address

Earth) is the cartographic service from Microspfist of into earth in a pair of coordinates (longitude &atttude)
the portal Bing. The feature of this service isral need to display the point on a road map. This is a basic
for internet traffic and high speed of drawing bétmap function of geospatial application system. The sien
layers. But Bing maps differ because of insuffitienof direct and reverse geocoding is critical whekirtg
detalization [33]. into consideration the results of the system ashalav
POI databasesMobile concierge-type services help[29]-
users to identify of the location of certain ingtibns or
attractions near a given location. To this purposdbile Content
travel applications use databases that includerimdton ( Trafficbata | ( GeoSpatial ) ( Points of Interest )
on places that might be interesting for touristhed3e
databases contain detailed information on the BG@¢h

» TrafficCast * Source 1 * Source 1

as their location, purpose, features, photos, 29t These * TeleAtas * Source 2 * Source 2
are highly structured and big databases [37]. , ,
Conventional points of interest databases are | = TTTTTTTTTC !
integrated with roadmaps database. For examplegl&oo
maps service has integrated POI databases. lisrdeist Kivera Traffic Server
the availability of information on the desired Itioa that
is support by the panoramas and indoor plans [30]. « Traffic feed connection
Yandex.Maps have a so-called cards of the fadlitie » Other connectors (custom)
— tags attached to objects on the map that consist » Connect, parse, sort fraffic incidents

information on the location of the object, its wdrkurs,
features, review, and so on.

Dynamic dataln this representation information that
is relevant for a short period of time, for examgtaffic
vehicles in certain segments of the route [38primfation
about weather, etc is given. Such information igallg ]

. . .. .. « Geocoding
useful for drivers and tourists that are limitedime, and «Reverse Geocoding

Y
Kivera Location Engine

S99IASD 13SM)

their subsequent actions can greatly depend aoittent. «Routing
[29] « Proximity Search >
As a results of the analysis of available cartobi@ap *Map Rendering

service authors formed comparative matrix functiona

characteristics of mentioned services (see. Table 1 ] . ) )
Fig. 3. Engine Architecture Systems Kivera, based on data

The general structure of GPS-based information from the GPS [29]

systems

. . . The implementation of routing features is about
The basis of the location-based system, is SOd:a”((‘:alcuIatin optimal routes between points, takimgp i
"engine" that is an essential algorithmic compléatt 9 op P y

modifies GPS data (see. Fig. 3). account a number of criterias, such as cost ofrdlge,

The basic functions of mentioned complex anpersonal user prefe_rences, and so on. It shouldobed _
geocoding, routing and search for POI that the construction of a tourist route has certai
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peculiarities. In many cases, the system mightcoatain As a result of preliminary analysis the authorshid
information about all the waypoints, so calculasionarticle outlined of GPS technology in the "Mobititist
should be based on personalized information abmeit tinformation assistant ", which is a set of softwared
user and trip duration to determine the recommetided algorithmic tools to support all stages of toutigp and
of POI in order to create the most interesting €outthe implementation of basic user information and
according to user preference. technological motto "EVERYTHING! HERE!
Equally, important function of the complex is thelMMEDIATELY!" [34]. It is proposed to implement GPS
search POI. When searching for objects the locaitsn components in the system to support tourist trgpshe
preferences and schedule target objects shouldkent castle "Palanok"” in Mukachevo, Khust castle in

into account. Transcarpathian region, the so-called "Golden Hsirse
of Lviv" (a tourist route that includes a visit Bidhirtsi,
Implementation of the navigation functions Olesko and Zolochiv castles) and support tourigta® in

One of the major functions of GPS-based informatiothe center of the city Lviv, as historic monument,
systems is user navigation. By performing the fiamcof protected by UNESCO.
computer guides, navigation systems navigate the tas The need to in the use of GPS technology is
the selected object on the planned route of tipe Trhis embedded in the core objective of the mentioned
function is vital for the tourist when he is in anfiliar program-algorithmic complex, that is providing tistr
region during the trip. with full information support during the realizatiof the
Deploying global positioning system (GPS) radicallytrip and after it is finished, which is impossibAéthout
changed the structure and quality of service ndiaga tied to fast locating of the tourist on the map.
systems. It is proposed to use GPS technology to support the
The example of general architecture of navigatiofollowing functions of the system "Mobile tourist
systems is presented in Fig. 4. System componerntdormation assistant":
include client-side devices containing a GPS reseiv « tourist route planning;

(smartphone, tablet, car GPS navigator, etc.). dligat * navigation the route;
device can be completely independent, in the césleeo « user indoor navigation within a tourist facility;
use of cloud-based technology [29]. « provisioning of tourist information in accordance
with the user's location;
Spatial Database Server « generating location-based recommendations;
Road maps, Consepiual, e analyzing the trajectories of the user to provide
POI, PL,ffs'f:a'i and. better quality of personalized recommendations;
AOI Data Models « attaching the information about the location loé t
‘ user to photo and video files;
GeoMobility Server diar;/ using the user trajectories when forming a trip
((Gateway )(_Location Utiity ) When planning the trip route the system can use the
(‘oirectory ) (" Route Determination ) location of the user as starting point. The systm
create a route to a point on the map or offer peaiéred
( Presentation ) route planning according to the information on isur
‘ attractions in the vicinity of the user and his soeral

preferences.

Technological realization of navigation features in
travel information systems differs depending on the
environment [2]. It is assumed that the system M
‘ navigation the user as in the central part of iheloviv,

as within the indoor areas of tourist sites (musgum
within of historical monuments, castles). Navigatiwill,
as in the form of traditional information suppofft the
user movement between certain points of the ragedn
g?e form of tourist guide that will dynamically ptide the
user with information about the objects that arehis
sight and are parallel to trajectories of planrmde.

The feature of indoor navigation in tourist faddg
needs an accurately determined user's locatiorthere
M obile tourist infor mation assistant and GPS are high requirements for the develc_)pment of sigguittly
more powerful GPS data processing tools. The system

technology ) .
should respond to small changes of user’s location.

A group of researchers from the National Lviv

Polytechnic University are working on innovative.MOb'Ie tourist information assistant" will provide

technological project "Mobile tourist information interesting tourist information about the objediattwill
assistant", within which a prototype of integratedbile be in close proximity to the user of the system levhi

oy . Vvisiting museums of Lviv city center, which is pzoted
Eg?r%aézvi?gp;ljgomhmm complex of next generatien by UNESCO and a number of historic castles of

Communications Systems
( Wired Networks Ethernet )

VR

Whireless Networks

o/

‘ User devices ‘

Fig. 4. General architecture of navigation systems

The server part of the system consists of spati
database server and GeoMobility server. Client aesvi
are connected with the server side using commuaitat
components of the system [29].
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Abstract. In article the short description of thesn images on the basis of their similarity to imagéslasses
often used methods of classification at patterogaition from a database, as well as displaying the resutiform
is given. The main attention is paid to the methodan operator of the recognition system.
allowing development of a system for image recagnit Now there are existing developed and maintained
in a real time scale. The features formation methothe systems which are wusing various video analysis
base of two-dimensional spatial spectrums of objectechnologies for objects recognition. Such systems
images is offered and application of similarity netin a instances are VOCORD Tahion, Hawk-Eye and
decision-making rule for image classification iscébed. MOBILEYE. VOCORD Tahion carries out video
Experimental data of correct and erroneous reciognit surveillance outline for population vital activiprovision
probabilities as well as image classification timen urban conditions. The Hawk-Eye system has been
depending on a number of features and on thdeveloped by the research engineers from British
identification threshold value are presented araly@ed. company  Airplane-RADAR and intended for

Key words: image, classification, probability,identification of landing ball location around segiing
recognition of images, Fourier transform, simikarit lines. The advanced warning system MOBILEYE is the
criterion. intellectual system for driver assistance utilizéaf

notification about potential accident situationabroad.
INTRODUCTION
THE ANALYSIS OF LAST RESEARCHES AND

Modern computing systems possess a sufficient PUBLICATIONS
performance level necessary for image recognitioreal
time, that allows to automate more effectively the The human sight perception of surrounding space is
processes preventing natural and antropogenic exttsid the unique neurophysiologic process. Processinigta |
and hence to provide higher indicators of the jpatjpn  stream is carried out in common by an eye iris and
safety life and activity level. Also the mobile cpating pupil. In the presence of bright light sources dye iris
systems possessing a lower level of power consomptiextends, and the pupil is accordingly narrowed @mdhe
are under development, this allows creating compadt contrary under opposite conditions. After passafea o
partially independent systems for image recognitidh pupil the light stream of a certain wavelengthuefices a
present these developments are some of the masdl acretina and forms neuroimpulse influencing a spegfrt
directions in the modern world, and new workings @u of a brain. The result of the given transformatisrihat
television systems for image recognition considgrinthe person is capable to see the objects whichnaee
existing advantages and lacks of modern achievesient surrounding space [1]. However the given process
a science and engineering are necessary foriatygoc possesses some lacks. The surrounding space iactude
The modular structure of a system for image redammi number of radiated light streams, distinction ofichhis
allows to accelerate considerably the process okiwg difficult to the human sight. Thus, there is a &iton
out necessary modules and to simplify the procdss when the radiated light streams which have clodeega
updating components at occurrence of more prodeictiof a wave length are identified after transformatas the
technological decisions. The structure of a telewis same color.
system for objects recognition in real time assumes The method of objects classification used in the
presence of modules realizing certain functionssiBa image recognition system is defined substantiallyab
duties of such a system are recording and tranemisg source of input data. Methods of image recognitisimg
a video information stream through the data linkjeot image power indicators are based on selection cdillo
detection, formation of features and classificatibinput features or on the use of a complete image degmriff].
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Character local image features are selected afteriginal on using a reduced image desciription. Whe
preliminary processing of an image, that leads tonage eigenvectors are used for image classificatio
reduction of the image description. Then the stehdaimage features space can be significantly redubed t
statistical approach is applied to recognition mfges. eliminating external factors influence on recoigmit
For the first time the given method has been agpite quality [14]. Alternative approach is to use thesHer's
extraction of sixteen face parameters of the peraod linear discriminant analysis that maximises disjogrs
for classification the Euclid distance is used [3he correlation between database images and hypothetica
given realization has been improved by increasimg t provides better image classification than the gpal
features space up to thirty five elements thatdilmsved component analysis or method that uses differemegés
improvement of the recognition quality [2]. Also #gth  which are defined as difference between correspandi
transformation [4], Reisfeld operator of symmetB],[ elements of two images [15]. Also in pattern regtign
filtering and morphological operations [6] are uded systems methods based on the usage of neural tkstwor
image recognition. At manual features extractionisit or machine learnings techniques has found their
possible to reach more quality recognition, butsath application. There is a method that extracts fifigsic
approach system productivity worsens considerallly #eatures and then auto-associative neural netvgotséd
features formation [7]. Another widely known methofd for transforming features into five-dimensional tigas
local features formation is based on the use apace. After that standard multi-layer percept®mmsed
dynamically connected structures [8]. For each $arap for image classification [16]. Similarly hierarchiaeural
graph is forming on the image according to follogvin networks are used which was grown automatically and
algorithm. On each image the set of reference pdst not trained on gradient descent method [17]. Hybrid
selected, each of which is a link of a full conegcgraph neural networks which are utilizing local image sding,

and marked with the response of the Gabor filtgsliad Karhunen-Loeve transformation and  multi-layer
to the area around a reference point. A set of guahhs perceptron has improved images recognition systems
represents the mesh structure capable to distingogit performance [18, 19]. Feed forward neural netwarkes
images effectively. A serious lack of the given heet is used for classification after features space waeigded
that formation of the initial set of graphs is nesary to using principal component analysis [20]. Other apph
make manually. Application of the parametrical mede assumes image decomposition into three components
using deformable templates allows define automiigica using wavelet transform. The decision rules forrgve
reference points, that decreases the lack spedtiede component are fused using radial basis functiorraieu
[9]. For recognition quality improvement instead tbe  network, for the further classification of input ages
Gabor filter, which is forming features, histogram& [21]. Similarly, an input image can be divided into
orientated gradients may be used [10]. An imagéutex defined amount of regions and for every region au®
allows define the qualitative parameters necesdary of the neural network is assigned. The output fralin
recognition. Object classification on the imagenisde by modules is combined using fuzzy Sugeno integral.[22
application of the structural technique. For tléshnique Also another method was proposed in which simifarit
formation of the features space may be done witlunction is trained using certain level of confidenthat
application of large values filters. Thus eachefilis a two images belong to the same person. Featureg spac
matrix N*Ncontaining binary values, and the set oformed by acquiring subregions local binary pattern
filters defines the alphabet of features of imagacsure histograms ~ and  Chi-square  distances  between
[11]. Definition of statistically dependent linkéiaws to ~ corresponding histograms are used as discriminative
classify objects on the image. Holisitc classificat features. AdaBoost algorithm is applied for the imos
methods are one of the most simple since they agfficient features extration and similarity functio
comparing directly corresponding elements of the-tw formation [23]. Considerable amount of classes gt
dimensional array of intensity values from inpoiaige in recognition system database causes some prsekdem
and image from database. Though this approach éeas b classification stage. Possible decision for thisbfgm is
shown as operating, but it is very sensitive tonges in decomposing it into a set of binary classificatgzoblems
image orientation or environment parameters [12jisT in which every classifier is trained for correspimgdpair
problem can be solved by utilizing statistical nueth for of classes, ignoring all other classes, and then al
extracting the most significant features thus reuuc classifiers are fused into one global classifiet] [Also
dimension of features that describe the imagetiiofirst support vector machine method, in which all binary
time such approach was implemented in the principglassifiers are transformed into one high-dimeraion
conponent analysis [13]. This method shows that arf¢ature space, can be used for solving this pro@gmit
object image can be effectively represented in sipece is also supposed that optimum hyperplane existscéua

of its eigen images and recovered as very closed @dvide various classes and maximize distance betwee
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each class and hyperplane that will allow correatbject being  described with a feature set in a

recognition of an input image. corresponding multidimensional space and the abject
located at rather short distance, are perceivedaaig
THE PURPOSE greater similarity, and accordingly the converstoggcal

[29]. Such metrics allow to calculate image sinitlar
Given article is directed on studying of moderrmore effectively, as the calculation needs forgn#icant

methods of image similarity determination in demisi COMPUting capacities. . o
making rules for the subsequent objective choiceaof  1he decision-making rule algorithm provides initial
direction for engineering an image recognition eyst definition of input object image similarity to al‘hages_ of_
capable to function in real time. Object achievermien Classes from a database. Therefore an averageasiynil
carried out by fulfilment of experimental reseashof Vvalue of the input object image to each image ofeas
the developed module for image classification anel t from @ database is calculated for the number afufe

analysis of the most important characteristics naage VECtors defined by the classification module camfidion
classification. under the formula:

1N
BASIC RESULTS OF RESEARCHES Simean :ﬁizls(ai’bi)’ 1)
The estimation of the developed module efficiergy i
made for classification of two-dimensional objettg where: a;,b; - accordingly vectors of an input object
using images from the MUCT database [26]. The neduimage and a class from a databalse; quantity of eigen
contains two components, realising the feature &ion  ectors.
method and the decision-making algorithm. After forming the list of similarity the maximum
According to conditions of image recognition systeMjmilarity value is allocated. This value and asslare
performance the images arriving to an input ofsjiem  aqded in the similar classes list, provided thag th
or being in its database, preliminary pass a psigs sjmilarity value exceeds an identification threshol
stage. The square image form is created for thipqse, defined by a configuration of the classificationdute.
and the image will be transformed to a black-andtevh ~ Then the maximum similarity value of the similar
format as the system will work over the infra-redge. classes list is repeatedly defined, and the inftiona
As formation of the most informative features ig th gnout the corresponding class of a database iscddcan
important process for maintenance of input objeghe display for the further decision-making by the
recognition quality, therefore the developed methogperator of the computing system. In the absence of
makes double transformation of an image data fil&imilar classes the corresponding notice is alshiced.
Preliminary the two-dimensional discrete Fourier The similarity definition between input object ineag
transform is applied for transition of an imageadéitt and a class from a database has been made during
into the frequency domain [27, 28]. experimental researches with the help of similarity
~ The Fourier transform allows to form more exacietrics [30]. Each object may be described witeatire
image representation, as the Fourier factors aree moset in the corresponding multidimensional space.
exact approximation of an image. This results fria Hence, objects located close one to another, are
fact that the initial and transformed images anenested perceived as having the bigger similarity, and be t
only with complex constants, describing changesain contrary. Similarity between two images can benestid
amplitude scale and a phase shift of initial imaggp using the Dice similarity criterion:
components. Also presence of a bigger number of
algorithms for fast calculation of the discrete Feu

N
transform allows to process images more effectively 2x 3 AiBi
unlike other methods. DDice:N.;N’ 2)
For forming more informative features, the secopdar > A52+ 2 Bj 2
orthogonal transformation is applied, allowing tlmeate i=1 i=1

eigen vectors of a transformed image data filewilt
allow to limit the image feature space, that withplify  \where:s, B; are data files of the input object image and

requirements to a memory configuration in the im"’lgﬁ*nage of a class from a database, mné characterises

recognition syst_eim.. .. dimension of the image.
The classification module component realising The similarity metrics, which is close to the Dice

decision-making algorlthm IS con_stantly In a wagtn %;imilarity criterion, is called as the Cosine medrand is
mode and after reception of an input data of objecf, .. o
defined by the expression:

makes definition of their similarity to classes rfroa
database. The developed algorithm of the decision- N
making rule for realisation of the described prableses Y ABi
the metrics of similarity presented by the valighdtion Deoe = i=1
defining similarity of two objects. Cos N L, [N 2' 3)
There is a theoretical assumption that a similarity 2 A ,},Z Bi
value is in inverse proportion to a distance betwteo =1 =1
objects. This may be explained by the fact thatheac
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The Tanimoto factor is also the similarity metrics:

Perr
—=—Thr=0.6
N 109 = - e -Thr=0.75
> ABi --A--Thr=0.9
— i=1 0,8
Dran® N N, N : (4) R
LATtTYE B X AB; ;
i=1 i=1 i=1 06
0,44
Consideration of the several similaritynetrics
allows to define the recognition system, which o2
performance is more rezultive and provides the best x
quality. During modelling it has been found outtthize 00 Y Y Y Y Y ‘
results received at the use of the Cosine metridsQice 0 e 12 18 2 ® %N

similarity criterion are identical, therefore thensbined
graphs will be resulted further. Preliminary expemtal
researches were carried out with representatiothef
input object image by a singl image. It has allowed
estimate the image classification module performeanc
quality in the stably formed space.

Fig. 3. Recognition error probability for the Cosine
metrics and the Dice similarity criterion

Fig. 1 and 2 shows the correct recognition prolitgbil Pen
versus the number of eigen vectors, with different 07 b S -
identification thresholds used in a decision-makiunlg. K e Thr=0s6

In fig. 3 and 4 the graphs of recognition error o2+ K -°-T2r=0.75

. . . . A Thr=
probability are given as functions of the sameapaaters. K Thr=0.9
06 /!

P ! /

—=—Thr=0.6 ! )/
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061 N 0 6 12 18 24 30 36 n
04+ Fig. 4. Recognition error probability for the
A Tanimoto similarity metrics
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Figures 5, 6 and 7 represent the time spent for
recognition of one object with application of diféat

Fig. 1. Recognition correct probability for the Cosine '~~-9" i
similarity metrics.

metrics and the Dice similarity criterion

corr —=—Thr=0.6 Ts
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A Thr=0.9 - & - Thr=0.75
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Fig. 2. Recognition correct probability for the similgrit
Tanimoto metrics Fig. 5. Recognition time for the Cosine similarity metrics
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T.s Pcorr —=— Cosine metric
1,24 —=— Thr=0.6 104 - ® - Tanimoto coefficient
~ ® —Thr=0.75 - -a- - Dice criterion
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Fig. 6. Recognition time for the Dice similarity critenio  Fig. 8. Recognition correct probability for a set of video
frames

T,s

—a—Thr=0.6
127 - o~ Thr=0.74 P,
--A--Thr=0.9

1,0~

1,0 e )
P [ 3
P I
0,8 L 0,8 )
- ’
e //
06 i 0,6 '
Ao A ’ 1
4 1
. 4
04 o _ - os !
a- X k
1

021 ) —=— Cosine metric

021 / - @ - Tanimoto coefficient

! - -A- - Dice criterion
0,0 T T T T T 1 1
0 6 12 18 24 30 36 n
0,0 f 1 T T T 1
4

8 12 16 20 24 N
Fig. 7. Recognition time for the similarity Tanimoto
metrics Fig. 9. Recognition error probability for a set of video
frames
The analysis of the experimental graphs showsahat
an increase in the identification threshold value t
number of correctly distinguished objects starts to Experimental researches show that the use of video
decrease. This will allow to reduce the time foframes allows to raise considerably the recognition
recognition of input objects, as the database etasdth quality.
similarity below an identification threshold will eb

excluded from the list of similar classes. CONCLUSIONS

The minimal values of error probability coinsidethwi
a small number of feature vectors - from 2 to BisTwill 1. Comparison of various similarity metrics shows
allow to short the feature space and reduce thegretion  that the cosine metrics and the Dice similaritytecion
time as well. are less exposed to erroneous recognition. Alscds@ée

Current expermental results of the recognitionesyst metrics and the Dice similarity criterion, unlikenet
prototype efficiency allow to increase the prodvityiof  Tanimoto similarity metrics, just slightly influeac
the developed classification module considerablyl amproductivity of the developed method. Hence in the
start further researches. decision-making rule it is necessary to give pmrafee to

The image classification module has been alsthe cosine metrics or the Dice similarity criterion
approved at modelling the system performance & re 2. The important fact is that the correct recdgnit
time. For this purpose the individual image of aput of input images is possible if the features spade be
object has been transformed to display its movimgai reduced to increase productivity of the image redomn
video stream. system. This confirms that the most informativetdeas

In fig. 8 and 9 graphs of correct and erromre in the first eigen vectors of the image. Thus a
probabilities of input object recognition receivied a set considerable number of following nonsignificant eig
of video frames are shown. vectors is perceived by the recognition system rees t

raised noise level increasing a recognition eredue.
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Abstract.  Turbulence surrounding of theconformity to the today’'s challenges it is necegsar
development programs of territory technogenic gafetevelop formal evaluating means of TTSS effectigsne
systems impacts the implementation of the program. Analyzing the practice of TTSS functioning one can
Thus, it raises the need to design constructivéstod determine state special development programs as the
mathematical modeling configured to the phaseshef t strategically important tool to improve TTSS struet
development program in order to increase the efiicy and composition. In this connection the main stage
of applying limited human, financial material, tinaed such a special program is generating the prograssiam,
other resources being involved to solve the probé#m which is performed within the pre-investment phakés
technogenic safety systems. We consider both éc stalife cycle. Namely at this stage all the parameters
optimization model of the technological safety epst (quantitative characteristics of the TTSS propsjtaf the
structure and dynamic one taking into account tatef optimal structure TTSS would be defined on the da$i
fixed assets of potentially dangerous industrialecty construction and implementation of appropriate jote
composition and quantity of hazardous substancewbe models.

applied and stored at some industrial object, offetiors However, taking into account long-term program
that determine the potential possibility of techewig performance we can face changing the program
incident occurrence. environment parameters as well as their priority fo

As criteria of the problems one can use forms ahanagement decisions. So, there is also a needsignd
known criteria that allow to assess the economiconstructive tools of mathematical modeling in the
efficiency of different technological safety systenfhe subsequent phases of the development program én twrd
main constraints of static and dynamic optimizatioincrease the efficiency of applying limited human,
mathematical models have been proposed and analyzedinancial material, time and other resources being

In common the problems being considered arn@volved to solve the problem of TTSS development.
stochastic discrete (discrete-continuous) probleais This makes it necessary to develop and use the
multi-criteria optimization, and their decisionbased on program approach [1] as the framework of develogmen
the implementation of the branch and bound approacénd implementation of mathematical modeling apparat
The approach allows organizing iterative algorithon intended to point out the TTSS optimal structure an
identify desired parameters of TTSS developmemiarameters. This paper focuses on developing twdski
program product. of mathematical models concerning TTSS optimal

Key words: technogenic safety system, turbulencgtructure and parameters, specifically a static and
surrounding, technogenic hazards, stochastic descralynamic realizations, which are matched the staféise
programming. state special development program.

INTRODUCTION THE ANALYSIS OF RECENT RESEARCHES
AND PUBLICATIONS

A territorial (realm) technogenic safety system
(TTSS) is a complex administrative and technicatey Analyzing recent scientific publications on questio
operating in a turbulent environment [1]. The tuemge and related matters one can stress the followingt@adn
of the system’s environment is determined by adbt the paper [2] some methodological aspects of pngfihe
factors and main of them are critical technical an#nission of the state special development programthe
technological state of the equipment at potentiallfjekj of civil defense have been discussed. Thielarf3]
dangerous industrial objects (PDO), uncertainty d?roposes an approach to find the optimal compasitib
national economy dynamics as well as violations dfomplex technical system at the stage of its design
technological discipline and high level deteriavatiof The publication [4] deals with the design and asialyf
TTSS fixed assets. optimization mathematical model intended to detasmi
Moreover at present TTSS performs its functionfhe structure of a complex technical system being
under strong resource constraints, including peeman Operated under the strong impact generated by the
staff reduction and lowering everyday operationimeg €xternal environment. Paper [5] proposes the qualit
financing of local units of the State Emergencyvierof ~estimation for functioning complex organizationaida
Ukraine (SESU) along with increasing demands téchnical systems according to the "cost-effectsst
territorial technogenic safety system both to ttsicture ~ criterion.
and management quality. To solve the problem of TS



80 V. Popov, I. Chub, M. Novozhylova

In [6] there is suggested an optimization THE MAIN RESULTS OF THE RESEARCH
mathematical model of the structure and paramefettse
technogenic safety system on potentially dangerous Taking into account the two-level hierarchical
industrial objects (PDIO) that is considered gwa@duct structure of TTSS, namely the level of PDIO and the
of some development program. Under modeling therritory level in whole, let us apply the apprae
characteristics of possible hazards on the enviestimand decomposition of problem being considered. In other
people of the region arose as the result of amtagdnic words the problem of modeling the PDIO optimal
emergency have been taken into account. Publicgfipn structure and parameters should be analyzed in
is concentrated on mathematical models and opttioiza accordance with the levels of the TTSS hierarchy.
solution methods supporting dynamic management of Leaving aside for the moment the territorial lewe
limited resources of the construction project gsaet of concentrate now on the level of PDIO technogenietga
program. system.

.In [8] the whqle set of activities on providing Let SV" h=1H be a tuple of variable
territory technogenic safety that belongs to TTSS to
competence has been divided into 2 types accorging characterizing current state 6fth element of the set
means of activity implementation, namely active angp|o on the territory being analyzed. parametgkéﬂ
passive measures. As passive approach one cardeonsi 0
procedure of rational choice of PDIO technical andescribe the state of fixed assets feth enterprise,
technological parameters at its design stage. lmtwhcomposition and quantity of hazardous substancesybe
follows we examine the set of active measures @mgur applied and stored &tth enterprise and other factors that
techn0|ogica| Safety_ Active measures indud@etermine the potential pOSSIbI'Ity of technogein'm'dent
construction of effective technological safety sysé on OcCcurrence.
PDIO and modernization TTSS in general through the Besides, a tupIeSVth defines the set U" of
implementation of the TTSS optimal structure and ) 0 )
parameters adapted to the region characteristkiagta dangerous impacts on the environment and population
into account their dynamics of development at give_the_ region that would be arise as a result of teghnic
planning horizon  t + T], where § is the beginning of incident ath-th PDIO. Furthermore, we assume that the

the TTSS development program design anfause of the technogenic incident and, accordirsgigt)"

implementation. im_plementation at thd;-th PDIO are random equipment
Optimization method providing optimal allocation offailures and systematic failures appeared due togagf

financial resource along the stages of the TTSKthPDIO fixed assets [10].

development program has been proposed in [9]. Tdia m Suppose, the set:

feature of the method proposed consists of usirg th

subject area specific under problem objective fionct ul=guly,i=114
and constraints definition. As a ground of compgatat
scheme we applied the Balas additive algorithm. has a discrete character. In general, the $&t®rm the

Huge source of possible technogenic hazards is the . — . .
engineering infrastructure of the city. Large aiin SetY ={ui }, =11 allthe possible dangerous impacts
Ukraine suffer from technical and technologicalbn the environment and population:
imperfections of engineering infrastructure, which
increases the risk of technogenic incident. Thielarf10] H

discusses the ways to solve the problem of re-eeging U= hD:1U "

water networks as a part of city engineering

infrastructure. h ) . .
Environmental aspects of air pollution by produatts Let I be a discrete random variable that quantifies

industry and human waists are considered in [13]- 1 (in monetary terms it will be corresponding damatie)
Publication [14] deals with the mathematical model,,gnitude of the impacu” on the environment and
and solution method for optimization problem of the .
allocation of limited resources of a project ag@bfem of population.
the arrangement of rectangular objects, where tbjec In general | takes a set of values:
being placed have variable metric characteristiad are
subject to functional dependences. The partial ityual
criteria and the constraints of the feasible dondithe
problem are formalized.

P ={1M}, b =18,

with known probabilitiespi(lihh ), and the average score
OBJECTIVES

/\? of damage takes the form:
This paper focuses on creating set of constructive
tools for modeling the optimal structure and paremseof B
PDIO technological safety system on given territasy A = zhhh hi(1M). 1)
the product of the TTSS program development. B=1
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Thus, the estimate of the number of possible Virifan

- L . hhy
If the probability distributionp;(li™ ) is unknown, the modernization of PDIO technogenic safety sysiguals:

they are all considered equiprobable:

Np
h -
p(™) = (M) = .= p(I™) =22 [V,
n=1
and . . . o
Let us consider main constraints of optimization
I hig ) mathematical model of the technological safety esyst

A structure
First, one should limit the total cost of the systas
well as values of specific resources.

The amount C;(s,) of j-th resource to develop

M_cu

AT :i
B;

''b

or decision maker can formulate certain hypoth@sdise
form of "subjective probabilities".
technogenic safety systemteth PDIO is equal to:
The static model of the technological safety
system structure

— 2y — A
LetZ = {z,}, m=1M be discrete set of components Ci(8,)= D Sy Em. 3)

possible for improving the safety system structofe m=1

some PDIO in order to counteract the set of hazards

uh :{uih}, i =]Th_ where: chm is the assessment of thh resource value to

Enter into consideration the matrix supply the modernization of the TTSS, including the
E=(Eim)-_ﬁ eI [15] of effectiveness for a set of dismantling obsolete equipment and entering elemgnt
to the safety system dfth PDIO. Then the cost of the
componentsZ. The elementsE;, are dimensionless safety system di-th PDIO is generally defined as:
values that can be determined on the basis ofBttati

data, or expert estimates. In the case the vector J
€mn = (Eim Eom»-Ejm) determines the degree of C(8,)= . Cj(s,) Z ZShm im, (4
effectiveness of the counteract of componepton a =1 =1 m=l

discrete set of impacttl. Herewith the safety system ) )
structure includes only those components that havéherer;is the cost of-th resource unit.

counteract to at least one impact from Thus restriction of the overall cost of the safety
Supposes,, be a vector defining some variant of theSyStem has a kind:
safety system structure d&tth PDIO. Moreover, éﬁ J M
ines initi - St Y s, o <Ch (5)
defines initial state of structure at the time mamg, j hm jm = “max
=1 m=1

where ér? 0 S\{m.
0

Denote as sy, the element of the vectors,  where: C™ is the maximum amount of financial
responsible for the presence or absence of bl  resources.
component in the safety system structure beinggdesi. Similarly one can define constraints on the value o
Note that the elements,,, may be of two kinds. First, an cost of certain types of resources.

: T Another important limitation is the possible
item s, can take value§01} indicating the presence or . S
hm . 9 P incompatibility of the componentsn{, m} of safety

absence of the m-th component in the safety systelisiem To generate the appropriate restrictionshoeld

structure,m=1,,,Q, <M. form the conformity matrifV=(w;)y, wherew; = 1 if
For example, it would be the presence or absence tbe components nfi, m} are compatible, andv; = 0

the fire automation system or others elementh-#t otherwise.

PDIO. Second, the elemest,,, can take discrete values ~ Then constraint on simultaneous presence irhttie

from a finite set of valuesy, 0 $ |Sy| =V, (e.g., the thitr};n?ri/esfjezr;s '%?%r\?vgétlble combination of componént

quantity of fire engines)n =1,N, ,N, < M,Q+N =M .

In this case raises the question of defining thelto Shi BBnj OV =10, j=LM,i#j. (6)
efficiencyEnm(Spn) Of System components.
Assuming that the total efficienc¥En(Sy,) of Each variants;, of the system structure is estimated

component;, contribution to the overall efficiency TTSS py the vector quality criterion:
can not exceed 1, and the contribution of eachegpent

unit of component z is less than the previous, it is F(ECS) - extr |, )
possible to define the structure of functiég(s,,) as a $GORM

logistic or polynomial one. where:G is the set of feasible solutions that is defingd b
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a system of financial, technological, technicalimnei The genesis of the system structure development is
constraints taking into account the type of funusig¢3-6). represented by matrix
Criterion (7) makes it possible to evaluate the

properties of the solutios;, being selected. % = (Sim )pﬁmzm ;
The dynamic model of the technological safety that determines the composition of safety systenindu
System structure the time interval [0T]. Vectors § are rows of matrix.

Consider now the main features of the dynamic
optimization model of the technological safety epst
structure.

As before, structur& of h-th PDIO safety system is

The exogenous parameters of the model. The
construction of TTSS needs to spend a lot of resmr

defined by a set of components: O={r;} i =17, including material, financial ones,
_ time and others. The resourcés are spent both on the
Z(U) ={zw}, m=1,M , inclusion new componentg-" to the system structure

and the elimination of inefficierd-""" components from
which counteract hazard impacts on the environraedt the system structure.
population of the territory from possible technoigen Suppose that to include the new component to safety
incident: 7 = [J(Z). Under modeling we will assume thatsystem need<y, units of resource; and to withdraw
time period [0,T] (T — given planning horizon) is divided
into intervals {, t + 1], t=0,T —1 On which impacts of
the environmentJ are constant, i.e. the time will be

componentz,, 0 Z-** from the system takebj, units

of this resource. Cogpj; of unit resource; is a function

considered as discrete variable. of time and it is equal to:
On the borders of time intervals it is possible to
i _ t
change the nature of environmental effects. In what Pt =Pjo(1+E)",

follows it causes changes in the safety systenctsire.
Consequently it need to include to the system new
componentsZ-", and to eliminate componen&-°"

ineffective for the next stageZU” 77 whereé is the interest rate. Then the values:

Let E{, denote the effectiveness of system 3 3
component z, to counteract to possible hazardous Cmt =Zij (pjr and by =ijm [t
impact u, in the time periodt[t + 1]. In general, each j=1 =1
element z,, of the setZ(U) can be characterized by a

efficiency matrix: determine the cost of inclusion (exclusion) compiaine

z, respectively.

— n -
Em = (Em )l=1,T,n=1,N ‘ Remark 1. When designing the optimal TTSS variant
it is advisable to take into account the operatiogts of
As TSTB should include only those components thatystem components during the period of its deptiecia

resist at least one destabilizing effect withinpeafied In summary, we state the problem of defining the
time interval [0,T], then the matriE is to be imposed the optimal system structure for a given quality cidgar
following condition: F(E,b,c,2,v) as follows:

T |

2.2 Bim >0. (®) F(EbcZ st) - extr . (10)

t=1i=1 GRM

Values E;,, are dimensionless quantities and can be
determined on the basis of statistical data orgigieer

reviews [4, 5]. Note under certain stages ‘i{e Analysis of problem constraints. The set G of

asible solutions of the optimization problem (1)
rmed by a system of constraints that along with
h Inequalities (8,9) contains the following restriets:

» on the resources that are used to construct some
variant of safety system:

implementation of safety system development progra
TTSS and as a result of changing conditions
performing TTSS valuek;,, may also change along wit
the numberM, i.e. M = M(t) in accordance with the
condition (8).

Assumption 1. Let condition:

Ci(Z)=Cy™, j=17, (11)

cot-1 t
aofoT]:stt sl =
max

: 9) A . . .
DTD[t +1,T] :SrTnh > S:nh where: Cj is the available value ¢fth resource at
takes place. timet taking into account the discount of a kind:
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M Each node of the decision tree determines some
Cit(2)= Z(S(t_l)m_stm Pjtm +Cjm (Stm =S(tym )»  variant §, of the TTSS structure during the interval
m=1 [t, t + 1]. The arcs of the decision tree are designated

t=1T. zht; and determine the presence of appropriate
) component g for time periodtO[t,t+1] as a part of the
+ on the total cost of safety system variant: technological safety system being constructed.

Each node except the root one has an input arc and
C(z)<Ccma, (12)
(T+1-1)@M -m
where: the total amount of resources available uibdb

version of the system: output arcs, which are indexed ag t; and satisfy the
condition:
J T
C(z)zzzcjt(z)pjt- T=tm>m
j=1t=1 ' '
|:T' >T.

* on the minimal acceptable level of system ) o _
components efficiency to counter the destabilizing AS & result of constructing the decision tree is th

impacts of possible technogenic incident: ordered setS containing all manner of variants,.
However, some variants,, from S would not satisfy
01 Etim > Eijg for certain constraints of kind (3-6) or (8-9), (11-1%o,

(13) appropriate set of cutting rules based on congggjnis
to be introduced into consideration.
These cutting rules allow discarding elements ef th
« on minimal acceptable level of system efficiencyset S, which are not belong to the set of feasiblations.
to counter the destabilizing effects of the envinemt: Moreover, cutting rules being considered also teject
of the solutions, which are not Pareto-optimal of2€3.
Etii( > Etfi“i“, (14) As the result one can obtain an reduced set Hroftstre
variants of kind:

Om,g|m# g,st'fn =1,stz =1,

where: E{"™" is the minimum allowable efficiency to HIPOHOGOS

counteract embodiment of tieh hazardous impact in the

time periodt. o where P is the set of Pareto-optimal solutions.
» on possible combinations of system components

Ot Ogm(Stk +Stm ) < SkStm (15) CONCLUSIONS

i . 1. The modeling environment to generate optimal
whgre. (?km b{e1} - t.he“ element of the matrbO structure of the territorial technogenic safetytegs has
designating the compatibility of system components peen proposed. In general, the problems (7), (Ed)gb
andzy, considered are stochastic discrete (discrete-ogomtis)
To determine the structure of criterle(E,C S) (7)  problems of multi-criteria optimization, and thelecision
and F(E,b,cZ,v) (10) one can use forms of knownis based on the implementation of the branch anddo

criteria that allow in some way to assess the ewino approach. Taking into account the hierarchical mssef
efficiency of diffe.ren_t technological_safety syswnfor TTSS construction one can define parametess
example, the criterion of a maximum average l0Sgssigning optimal structure of h-th industrial abjthat is

prevention [16]; economy criterion of damage [1ffie . o
criterion of minimizing the total cost of safetyssgms’ potentially dangerousn =1H as exogenous ones for the

equipment and industrial exploitation [18], etc. optimization problem of higher hierarchy level, r&ymn
for determining the optimal characteristics of iterial
The exact solution method for the dynamic problem technogenic safety system. This approach allows
of construction the technogenic safety system organizing iterative algorithm to identify desired
Since the seZ of feasible components is of discretgP@rameters of TTSS development program product.
kind and timet is the discrete variable then all the 2. The dynamic optimization problem (10) as well as
possible realizations of the technological safetgtam ItS Static analog (7) refer to the class of NP-hi]

e = . ._problems. Thus, the direct application of the blhaaad
structure withint =1,T can be represented as deusmrﬁound method to solve the problems of the practical

tree vertices. A decision tree is a convenient wagrder §imension definition does not always point out oyt

the set of feasible solutions for discrete optimi@® |(esult in a reasonable time. Therefore. it seems
problem according to the ideology of the branch angyropriate to use locally-optimal or heuristic mgzhes
bound [19] method. to find quasi-optimal solutions.
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Abstract. The dynamic models of the complex ergatic In this context, let us first examine the general
objects' behavior, presented in the form of diffitied "Man-Machine-Environment" system. Input information
equations and their systems were studied. Thelisgabi for this system is the information from the highevel
and other properties are researched. The methods syktem (targets, instructions, etc.); output o gystem
analysis and reduce of harmful factors and thejract on is the labor result.
people were theoretically proved. The methods of When the system operates, it's internal state
analysis and critical points removal in dynamic elgcdbf changes. The element "Human" has three functional

hazards distribution are offered. parts: control the "Machine", object of influencg the
The object of study is the system of the harmfuénvironment and the "Machine" either.
external factors protection. Subject of researchthis The element "Machine" fulfills a major technolo-

system of two nonlinear differential equations an@del gical function — impact on the subject of labor anside
of technical systems with protection. The object ofunction —to change parameters of environment.
protection is described by logistic equation. ardfedse Different types of common models of "Human-
system - by non-linear differential equation with avachine Environment" were studied in this papecheaf
security functions of rather general form. This gap which describes in a proper way some of practically
describes critical modes analysis and stationaayest important object's quality. And all together deberian
stability of protected systems with harmful inflees. object in terms of its safe functioning [6]. Théinther
Numerical solution of general problem and also thdetailing leads to well-known and as well as to saraw
analytical solution for the case of fixed expechedmful models of subsystems [7]. This work is on quartigat
effects have been obtained. Various types of génemnalysis of an important model - protection of pers
models for "Man-machine-environment" systems werfom harmful effects from external environment dram
studied. Each of describes some kind of the walt impact of the "Machine "subsystem.

important quality of object in an appropriate waynd all

together they describe the object in terms of gife THE ANALYSIS OF RECENT RESEARCH AND
operation. Their further detailing process restdtgither PUBLICATIONS

well-known, or some new subsystems’ models. Systems

with "fast" protection at a relatively slow dynamiof the In works [8, 9] a model of dynamic system that

object were studied. This leads to the models witfall describing a situation where primary subsystem
parameter and asymptotic solutions of differentidlproduces” a harmful factor, and second sub-system
equations. Some estimates for protection costfferdint protection - is trying to reduce it completely, at a
price-functional and for different functions in thight reasonable price. As the base model — the basis for
part of equation, which describes the dynamicsedéise modification — a system of ordinary differentialuagions
were obtained. For calculations, analysis and dcaph was taken. It describes fundamental laws of conipeti
representations some of mathematical packages wa¢], and also known in ecology as a model of
applied. coexistence of species [11 — 14].

Key words: Non-linear system, singular points, We need to check that despite the model has been
eigenvalues, asymptotic behavior, first approxiomati simplified [15], basic characteristics and depersiean
linearization. the system should be available. Based on the sesult

obtained in the course of work the bifurcation of
INTRODUCTION protection system must be analyzed, i.e. we shfiglde
out a scenario of stability’s loss [16] and proiest

One of the most important elements of Ukrainiarffectiveness.
economy has always been and remains to be industria We follow [4] to introduce the basic assumptions
production, which is not safe at all. And it is fbyeout of directly following from everyday experience. Theye a
date both morally and physically. In this regarbe t evident, i.e. they do not require additional justfion
devices and their integrated systems of protedtierstaff and only need to be formalized. Below they areecathe
and surrounding population are particularly impetta Axioms [4].

today [1, 2]. It is known that safety and efficignare Consider the Bio Impadi:

conflicting criteria. Their junction is possible lgnin a T

complex supersystem [3]. This approach allowed to U =J.U(t)dt (1)
0

consider a model of "Human-Machine-protected

Environment" as a known model of competition of twagvhere: the intensity of harmful facteris an alternating
factors — safety and efficiency [4, 5]. function of timet; T is total exposition time
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The total Bio Impact may also depend on theystem of differential equations. So, the objectiwveo
intensity of the other harmful facter Similarly, V(t,v,u). study for stability the system (2) under differémtms of
In the first approximation the additive property isprotection ability function and values of the sudisyn

provided [6]: protection parametersa{ B, y). It is also necessary to
evaluate the cost of protectiility for different
«overall harmfulness» iU+ k,V, functionsF(u,2.
wherek; are the weights. THE MAIN RESULTS OF THE RESEARCH
Axioms (natural positions):
1. Auto cumulativeness. 1. Methods for studying stability.
The harmful effects is growing faster than its ealu The theorem of linearization establishes a relatibn
2. Mutual cumulativeness. phase portrait of a nonlinear system in the neignad
The harmful effects grow as other factors togethiof the stability point with phase portrait of its
with u are growing. linearization [16, 17].
The origin of coordinates is a simple fixed system’

. .0 o . .
3. In regular snua‘uon(iu <0. In critical situation point for

" 0
tive feedback)—u>0. v
(positive feedbac )au y=X(y), ydsO R,

4. Protectiorg(t) can be controlled programmatically

or adaptively, depending on the valu(g). if its corresponding linearized system is simple.
5. The cost of protectiof©=C(2) it is natural to This definition extends the meaning of simplicity fixed
consider as a steady increasing function of ienisity. points of nonlinear systems. It can be used algbdrcase
Let fandg be smooth functions, steadily increasingwhen singular point, which interests us is notrigio of
in both arguments, coordinates; then we have to enter local coordimate

Let nonlinear a systemy=Y(y have a simple

fixed pointy=0. Then in a neighborhood of the origin

phase portraits of this system and its linearizatare

qualitatively equivalent, unless a fixed point felarized

. o system is not a center [17].

U=fU,V); Vi=gU.V). The theorem on linearization forms the basis of one
of the main methods of investigation the non-linear

It is rather general case for a system of diffee¢nt systems — the method of investigating stabilityliirear
equations describing behavior of the object to hawéer  approximation.

fOV)=g(V,0=00U\V.

Then it is natural to suppose

conditionsu =0, z2 z the form of: By applying in practice the linearization theorem
the significant simplification in calculations aaehieved
u'(t) = au(t) - Bzu(t) since with linear terms of new system it is more
, (2) convenient to carry out a qualitative analysis theth
{Z'(t) = F(u(t), z(1)) nonlinear.

. . . . . Application of theorems on linearization are
where: 2 is stationary protection=(u, 2 is protection similarly considered in analysis of environmentaldals
ability function. and competition in economic systems [18 — 20].

2. The problem of fast and slow variables.
OBJECTIVES Dynamical systems include a large number of
processes with different time scales meanwhile the
First, we conduct a formal description of the modehjerarchy of these times is such that they diffezatly
researched in this work. Harmful effects can betemiin  [20, 21].
the first approximation, as the integral (1). The level of detailing in modeling of studied
Protection ability functionF(u, 2 from (2) in this phenomena depends on purpose of modeling. Howaver i
work is considered in either of the following gealer any case the problem of modeling is to build a rhade

enough forms: phenomenon having as smaller number of variables an
arbitrary parameters as possible and at the same tb
1) F(u(t),z(t)) = wi(t) ; correctly reflect properties of phenomena.
2) F(u2)=pu—-c; Accounting for time hierarchy process lets the
reducing of the number of differential equatiofi¥ery
3) F(u2) = pu+ysu? —31z-5,2°. slow" variables do not change on time scales obehe

processes and can be regarded as constant paranfeter
Solution of the differential equations system () i"fast” variables instead of differential equatiotise
not always possible to be found analytically. Tisavhy algebraic equations for their steady-state valums loe
for finding protection functions and harmful impactwritten. As "fast” variables reach their steadytestealues
effects some numerical methods are used to solige tlalmost instantly compared with "slow" ones [8].
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3. Research algorithm. Now let us solve system (3) including member with

1. We find, if possible, an analytical solution thie 1
system (1) using the functions in the standar
mathematical set [22]. If a solution cannot be fbum a
general way, then let us solve it by numerical mdgh(in and z(t,) .
default package is proposed to use a fairly unalers
method by Adams [19]), by using inner functions, g
supposeNDSolve. . ' 2(t,€) = zy(t) + ez (t) + o(é) .

2. Once the solution of (1) is found, let us analyze
function of hazard: at what times its value exsetite
value of stationary protection, i.e. protection teys
activates. By finding these time intervals, we make
decision — to increase the impact on the harmfatofa . '
(so, the cost of protection system increases),etvd Up'(t) + &uy(t) = &aup(t) — Ao (920 (1) -

Similarly, we write functions’ asymptotic adi(t, &)

U(t,€) = Ug (t) + auy (t) + o(£2),

System (3) for the first approximation has the form
of:

system unchanged, or there is an opportunity taced _ =2
the cost of protection system, suppose by reducing (0200 +Uo(H2 (1) + (&) _ -
Stationary protection. &25'(t) = pug(t) + epuy(t) — Sz (t) — £dzy (t) + 0(52)
3. By choosing a solution we repeat steps 1-2 wil
go beyond restrictions (time of system’s work grdbst). Members of sum with multiple factors with level

4. Analytical model’s study. =
2 and higher are converted to a remainder taa®) .

Let us study a system of differential equations (1)  Let us write system (5) in details by grouping term

with a small parameter. standing by€° and bygl
u'(t) = au(t) - Bz(t)u(t) 3 0
e2() =) -d(t) ®) Uo' (1) = ~Buo(D %0(0) £
(t) = u(t) - &(t) .
0= jug(t) = o (1) £ 6
The difference of this system from the previously Uy '(t) = aug(t) — B(w(Dzo(t) + w(Dz(t)) 2L
considered is the quasi-stationary harm. Let usestie 2y'(t) = yuy (t) - I (t) [

system (3) using asymptotic method E?, 51, £
To start with, we write out the system (3), taking
into account the dependence of functionf,s) and

Z(t,£) ontime and small parameter.

We provide the replacement

bo®) =2 ()
Let us solve system (3) for the casﬁo(zero 0 y .

approximation).
Let us write functions’ asymptotic ofi(t,£) and Substitute into the first equation of system (6J an
solve differential equation:

z(t,¢) .
U(t.€) = Up(t) +0(e) . 2(t,) = Z(1) + (). %Z.O 0 =220,
System (3) for zero approximation becomes as
follows: In result of differential equation solution it was
B found the functionz(t). And then, with its help the
Up' (t) = =By (D) Zo(t) +6(5) @ function ug(t) was also found:
0= jug(t) = (1) + o(2) ) 5
) =—, ut)=——. (7
Ji B

When doing substitutionsig(t) =ézo(t) , we get:
4 To find functions z(t) and w(t) let us make a

substitution in the third and fourth equation o$teyn (6)

ézo'(t) = _&OZ(t) . Zo(t) -1 , Ug(t) :i_ functions zy(t) and ug(t) from (7). The obtained system
4 JE B has a form of:
Protection and harm functions obtained for zero o 1 J
approximation have the form of: ug'(t) = Hﬁ - ﬂ(ul(t)ﬁ + B z(t))

(8)
1 ) _ 1 _
- -9 =y (t) - a7 (t)
2= v = e
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We provide replacement 0
Up'(t) =—Bp () 2(t) .
1 1 = - &
(0 = (@0 -—). 0= ko)~ &)
y A (0 = () = A (9200) + (92,0) & o)
Let us substitute it into the first equation of teys 2 0=y~ 3
(8) and solve differential equation: ’ Ua'(1) = aun (1) = Ao (920(0) + u (92 (1) + (920} .2
z'(t) = o (1) — (1) 2
1 2 o 1 1.1, 90
—(0z'()+—3)=a——-B(=(0z()-—5)—+——2()).
4 A An 4 AE B P Let us provide the replacement
In result of solution of this differential equation o
function z(t) was found and with its help, the U (t) :;Zo(t) :
functionuy(t) too:
1 2Int Substitute into the first equation of system (169l a
at)=——(@-—7). solve differential equation:
28" t°%0
1 2 e o )
Ul(t) = Zﬁytz (t ad —-2Int 2) . ?ZIO (t) — _,3202('[) )

These obtained protection functions and functidns 0 In result of solving the differential equation it
harm for the first approximation have the form of: found the functiorzy(t) and with its help, it was found

1 1 2int the functionug(t) .

) =—+e—(a-—),
aowwe =2, uwb=—2 (11)
:—' u :—_
u(t)=i+£ 12(t2a5—2Int—2). o A O
Br 2pu

In order to find functionsz(t) and u(t) we are
Now we solve the system (3) including membergjoing replacement in the third and the fourth eiguaof
with £2.. system (10) for the functiongg(t) and ug(t) from (11).
We write in details asymptotic behavior of functionNewly obtained system has the form of:
u(t, &) and z(t,¢) .

00 = a2 - )=+ 7(1),

U(t, €) = Uo (t) + ey (t) + £2U, (1) + 0(€3) At Bt Pt 12)
2(1,) = 2(t) + &z (t) + £22(t) + o(e) —% = yu, (1) - 5z,
formi%/:stem (3) for the second approximation has the Now, we make the replacement
Ug' (t) + &uy'(t) + &uy' (t) = gaug (t) + £2auy (t) - uy(t) = 71/(521(0 —#) :
~ Bug()Zo(t) — £B(w (9o (t) +Ug () 1(1)) —
= Bluy (D) Zo(t) + w (D z(t) + ug (), (1)) +3(53)_ (9) Let us substitute it into the first equation of teys
2 2 (12) and solve the differential equation:
£20'(t) + £221'(t) = yuo (1) + Epn (1) + £%puy (1) -
— &y (t) — £dzy (1) — €202, (t) + o(£3) Lo i+-2y=0-2 —ptisz-—1y 11 9 oy
1 y(Zl()+ﬁt3) O/ﬁyt ﬁ(y( z(9 ﬁtz)ﬁt+ﬁyt 2(9)

Members in the sum with multiple factoes with

level 3 and higher transfer to remainder te?r(rﬁ) as !n the result of differential equation’s solutiohet
functions z(t) and u(t) were found.

before.
We write system (9), grouping the terms wiﬂ%, 1 2Int
& and £2. z(t) _ﬁ(a__tzd .

1 2
= 0-2Int-2). 13
Uy (t) e (ta nt-2) (13)
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In order to find functionsz,(t) and u,(t) let us non-critical, system’s indicators). In the case whe
make a replacement into the fifth and sixth equat running time of protection system is a critical raeter
system (10) for functiongy(t) , Ug(t), z(t), uy) from 't 1S obligatory to deflne,_ under which values ¢
(11)—(13). The obtained system has a form of: parameter, the harm function takes acceptable salke

the same time we are limited by the time resporfse o
protection system.

u,'(t) = (Po(tPa’d—2a - 4B (yu, (t)+ Let us take for specification of system parameiers
4t? ,3 0 (3) so close to the real values:
Jzz(t)))—4lnt—4ln t)x (14)
2Int a=02 y=05 6=2 z5=12.
ﬁ( e (H-9z(.
Let the cost of stationary protection bg=21200.
Making the replacement As the value of stationary protection isy =12,
then we have to find timet, after which protection
y (t)—l(dz (t)+i( _2Int)) function will take the value less thamy =12 and
2 y 2 20 ,3[ relatively, the appropriate parameters' valgesnde .

_1 :
by substitution into the first equation of systeld) we For z(t) _E the parameters equal:

solve the differential equation:
t=2.01701,53 = 0.0413154.

(5-6Int + Bo*t*z, '(t))=

4

/35 1 2Int

1 For z(t)——+£—(a' > —) :
=——(4-2a0t* +a°5t* - 12Int - (15) A28 t%
4500t
-4In*t - 860%°z, (t)). we have t=4.55546,3 =0.0182969.£ =0.000734976.
As a result of differential equation solving (15) For

function z,(t) was found and with its help the function
u,(t) was also determined: (1) :i+g_1(a! 2Int) +£2 (36— &xdt? +

gt 28 t’0 12ﬁc$2t3

2 524 _ 2
2()= 12,/3'1 -7z (36~ 625 +a’o™'~ 12Int+ ta’ot ~12Int+121nt),
+12In’t),
we have t=1.18948, 5 =0.0700591,£ =0.000101185.
u,(t) :;(24— 6aot? +a?o%tt +
2
12B4° To evaluate the protection cost we use the function

+12Int +12Irft).

The obtained protection functions and the function C(M)= J. oz-zy)dt+Cq,
of harm for the second approximation have a form of

(1) :i+ _( 2Int)+ 2 1 (36— 62t + where: Cp — cost of stationary protectiorzy — value of

213
2p t'o 1256 stationary protection; dz) — costs function, which can
+a'252t4—12Int+12In2t) take forms of a), b) and c) given below.
f) = o Let us integrate by taking=6.5 (time during which
u() _ﬁ Zﬁ protection system will take the value less thay) and
1 record the obtained results:
£ ~(24- 600t +a?51 "+ 12Int + 121Irft )
128t

Next we minimize the function(t) in parameters8 a) dz)=z;C= J dz(t) - Z)dt+ Co = 73+1200 =1273;

and & for zero, first and second approximation in order 0
to calculate the price of protection system. Ansoato
see, how adequately is to regar be small.

To do this, we first have to define for which timeb) d2) = ra =sz(t)—zo)dt+C0 =544+1200=1744;
interval the hazard function reaches an acceptadelt 0

(for us it is not critical the stabilization timerfnormal,
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Abstract: Questions of attraction to tasks of aemat
technical designing of the regularities of genarature
which are earlier not used in this field which area joint
of basic problems of modern natural sciences, tdolg,
philosophy and the new directions of science wiltieht,
for example, synergy, and others are considerezhn&ep-
tual design of civil and transport airplanes witpresenta-
tions of the seven basic laws of the design isredfel.
Thought or mental associated with the formationthef
idea, as well as the visualization of forms andcitres
designed object. 2. The law of analogies. 3. The b&
Vibration. 4. The law of opposites. 5. The law pfles and
rhythms. 6. The Law of Cause and Effect. 7. Lawesign
and creativity. The approach to formation of neerduichy
of the criteria of design based on the analysissymthesis
of these laws is also offered. The task of thecttiral for-
mation and composition of the energy space desitpwy-
ing determining the grid of power lines and typds
elementary energy and the crystal structures ofelke
ments is considered. Seven basic laws of desigmprare
sented and described on a number of examples. petee s
of design is described with use of the schemeTiee of
Life divided into ten Spheres of the Worlds whicte a
forming four levels of manifestation: the Desigead; Re-
alization of Ideas (thinking process); Radiationcliiding
emotions and feelings); Action (implementation)d atso
division of each of these spheres into sublevaissiBility
of calculation and use of discrete power levelshi de-
scription and characteristics of the projected potsl and
tendencies to replacement of usual options on riated,
hybrid and morphing are shown.

THE ANALYSIS OF RECENT RESEARCH AND
PUBLICATIONS

In the design of modern aircraft structures develop
seeks to fulfill the bearing surface maximum aeradyic
efficiency, having a minimum mass, which can accom-
modate large amounts of fuel, having a predeterine
resource was simple, i.e. technologically to mactufi,
etc. Project objectives usually multicriteria, hirtually
all of the criteria are contradictory, becausedheof De-
signers is the ability to find compromise solutipndich
complicates the implementation of the project ofijes.
Practice establish certain design problems teclgydioat
uses a hierarchy of optimality criteria and a numbk
other methods, in particular, the use of prior eiqree in
the form of statistical data on the prototype [1., ®/e
study the prospects of development and projectadgds

oin the basic flight performance and relative parznmgeof

this type of aircraft in the coming years. To thiwd, ac-
cording to the statistical tables built dynamic astdltic
graphics retro series of important parameters ofopr
types, Are sought for their function trends to rastie the
error of approximation and are pro-its forecastatues
[2]. The practice of designing complex technicadtsyns
shows that crucial in the effectiveness of the eaysaind
its future viability of a design phase and in parar the
initial stage - the choice of concept, selectionbakic
parameters, and that this step can take up to %0-G10
the project's success. Simulate this stage, in d@éthe

inevitable changes in market conditions [3], in¢hgdthe
emergence of new systems, change in prioritiedagig-

Key words law; design; ana|ogy, the go|den Section!ﬁics, new teChnOlOgieS, materials, equipment, ﬂySI@.nd

magneto-hydrodynamic
analogy.

analogy,

INTRODUCTION

electro-hydrodynami®any others [4] with sufficient reliability is alrabim-

possible.

Therefore, there was the so-called conceptual desig
[2]. The level of conceptual design of civil andrisport
aircraft most commonly assessed by weight and gerod

By the basic laws of engineering aeronauticdl@mic perfection, including economic indicatorsctsias

engineering constructor is not usually drawn, tjytio solve
a lot of problems with a variety of conflicting régements
and rules established on the basis of statisticaedl as the
rich experience of the previous design, manufacane
operation of aviasrtucture. In aviation, these irequents
are: aerodynamic, technology, durability, relidpiliand
service life, operation, optimization, environmant others.
Despite the sufficient reliability and testing dfet current
approach, which is based on theoretical and expetat) as
well as the purely empirical regularities, it ist possible to
understand the truths of the deeping the natutbeofaws,

the cost of transportation and the cost of fligatsonnel
hours, environmental requirements for noise andsemi
sions

In the process of building scientific and technical
progress, there is a search for new technical isokit
mainly due to the widespread use of methods anchsnea
of CAD systems with the use of 3D volumetric andssa
layout of the aircraft in accordance with the pijtes of
CALS-technologies [1]. The core of CALS-technolagie
is a common information space (SIS). The SIS infor-
mation is created, transformed, stored and tramsfer

and apply new approaches and solutions in the mlesiiom one party to another by means of software.hSuc

process.

tools include automated design and process engigeer
(CAD / CAM / CAE). Interact with each other in angle
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information space is the basis of modern CALSthe true feelings and emotions associated with tHaea
techniques. But this raises the problem of thecttral spite its apparent simplicity, is the basic desgjnthe
form and design of the space and energy. basic law, but it is not taught in our contemporhigher
technical institutions and universities.
OBJECTIVES
1.2 Second Law - analogies
The aim of the article is article is to prove the  The content of the second law states: "What isvbelo
possibility of applying the basic laws of desigreally in is like that which is above; device like the foratie
the preliminary design stage, and to develop gii@seto century structure of the Universe" [1], so the aseeof it
use these basic laws of a new type, based on a ndin the likeness of the hierarchical structurematter in
traditional approach to the basic concepts thateha¥orm and content.
emerged at the crossroads of new scientific fiadfls For example, there is a similarity in structurewesn
science (synergy), art and philosophy, the desi§in the cell, atom and the solar system (Figure 1).
aircraft as well as models of space allocation thoe

designing aircraft. Atom Cell Solar System
1. BASIC LAWS OF AIRCRAFT DESIGN
e o O
N P

Designing any complex natural and technical sys-
tems, such as aircraft and other technical faedliticars,
ships, but also technical and society communication
due to the application of certain universal lawat thxist
in the various branches of science, philosophy ard
that reflect basic laws of nature, physical andheatat-
ical aspects of the creation of the aircraft, a#l a® the
creative process of the human mind. The authohef t iq. 2
article developed a number of physical and math'emaf 9. <

Fig. 1. The similarity between the atom, cell and thesola
system

Also, every manifestation of the cell, a piece afnin
festation of matter, an element of creative stnasihas
structural parts, repeating through the levelshasva in

cal methods for solving problems of continuum meeha 0 — nucleolus

ics, allowing to prove some common fields of 1 — nucleus;

interaction and communication with the unified di¢b- 2 - intermee@iaubstance;
9], but also show the possibility of quantizatioradfo- 3 -ashell

media, saying the presence of discrete layers smehd
the macroscopic [10 - 12], which is confirmed byese
al other studies [13, 14].

An important novelty of this article is the conceyt
the use of not only some generalized criteria, dfuthe
world's laws, of which the criteria are derived aext
plained them. There are seven basic laws of design,

cording to the number of basic natural laws appiied ; . : )
core of consciousness, sensation, or simply the, dof

these areas. : . .
These are the laws: 1. Thought or mental, assmiciatteermecl'ate medium and the shell adapted to theeeie

with the formation of the idea. as well as visuaian of of consciousness in the particular circumstancgsarial-
forms and structures of the p,roposed facility. Be Taw ogy with the structure of the cell, the person aigosists

Fig. 2. Typical diagram of the manifestation matter cell
structure

In accordance with the law of analogies every dbjec
in our world is structurally built on a similar basEach
object has three structural components (Fig. Bjs-is the

; U f:
of analogies. 3. The Law of Vibration. 4. The lafvop- ° . )
posites. 5. The law of cycles and rhythms. 6. Thw lof ~ 0-the hlghest spark;
Cause and Effect. 7. Law of design and creativity. ~ 1 - the spirit (the nucleus);
— 2 - soul (intermediated substance);

1.1 First law - thinking or mentalism, as well as — 3 - flesh (shell). _
visualization of the designed object Flesh (shell), in turn, consists of three composient

The main content of the law is that, before anyhin 1. the mind, the intellect (nucleus); .
design and build, you need to present in the consciess 2. staging environment, having three co-constitute:
itself created object as a complete, reflectingwioek in - mental,
the coordinates of the "here-now" and a visionaf this —emotional and sensual,
object It performs the task. - energy;

This is the law of priority thinking or creative rco 3. the physical body (the shell).
sciousness, the creation of any new facility. Téne hl- It is obvious that in addition to the separatiomain

lows the designer-thinking designer to concentrate into three components we can talk about the digidih
getting exactly what is the content of the jobshtdcal, his own for seven structural component or statesspir-
and will consist only of those energies and imagbat itual; soul; mental; intelligent; psyche; conscipesno-
draws its creator thought. In this law of thoudtere are tional and feelings (sensual) (category of feelings
two main embodiments. First - this is when the idethe emotions and desires); Energy, which includes thie ©f
scheme is the energy, without the inclusion ofgbeses. the field known as well as unknown nature scietiel;f
The second option - when connected to the readizaif
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natural, study, for example, modern medicine, lgg|o ,44.‘

which went over to the medical term "anatomy". S
In addition, each object has a higher state, riefgto = —=__
. . . . — .30
the category "higher consciousness”, which is differ- 5 — 7 P
ent nature to the human and natural objects: asjmal = f\_j} .
plants, minerals. Higher consciousness is connesttd — I 3o
the object of special energy fields which we caentify = =

the information-energy channels of communicatidmiS L‘
lar channels associated with the human subconscious :
They have three structural components: the super-
consciousness, a common consciousness and subcon- A
sciousness. Separation of the field of consciousrnes '
these three sectors is widely used in modern seienc
(medicine, psychology, philosophy), but in contrasthe
traditional, we slightly expanded the concept alioary
consciousness, adding energy-components.

>
-

Z B

=

Fig. 4. Stretching the orifice plate

The reason is the presence of law analogies indhe \—"’I 2\
ture of the Unified Field of interaction from whielil the —_— §
rest of the field. Consider some types of analogfied i&f
may clarify the structure of the universe and gdeene % 20
idea of the nature of the unified field of inteiaot exist- -— O e
ing in nature [2, 5 - 8].
The analogy between the electromagnetic and gravi- “'cy—

tational phenomena, it may be noted, comparing the rec-

ord of the laws of Newton and Coulomb (1) forFig. 5.The analogy between the flow around the cylinder
cooperation between the two bodies or charges: and bilateral tension plate

Electro-hydrodynamic analogy (EHDA) - makes it

] possible to find a correspondence between the lastme
Fgr.=Gx(MoM2)/r?; hydrodynamic and electromagnetic phenomena, and

% (1) Magda allows to take into account the volume faetal

4rEEy 2 ' compare the results of studies with an aerodynaxper-

iment in pipes and dynamically similar models. Magsl

performed on the models of aircraft covered byyaiaf

This analogy allows to compare time-personal pro@Iectrically conductive and placed in an electrongig

Fe=

cesses Continuum Mechanics: stretching the orjilege cell (Fig. 6).
(Fig. 3a) with the passage of electrical currenbtigh the
conductive plate (paper), in which the analogousnimg [ e i e e e e iy v M |
(Fig. 3b), as well as flow around the cylindricaldy fluid ---Vf"f e s ~T+
flow (Fig. 3c). T _ pan
L — M 41
P T e S

TReo = H —* (} 5 Fig. 6. Scheme of modeling the flow using the method of
“ : S Magda

a) b} c) . . . i
In a model of electrical conduction layer is depexi

hich allows to measure the strength and poteeted-
omagnetic field.
In the design process of the objects represented by
the law of analogy, for example, in the form of lgess of

. . . ., statistical data on the aircraft defined perforneaclcarac-
By comparing the elastic and aerodynamic variablggistics.

and processes, we see the analogy between sioeks (

o~00® in the theory of elasticity and speed) ( 1.3 Third Law of Vibration

V ~[0¢ in aerodynamics (Fig. 4, Fig. 5), which is based These law states that every phenomenon has arcertai
on the similarity of the mathematical descriptidnpeo- ~range of vibrations and reflection-pressed in mattecal
cesses with potential functions: biharmonic fortage @and physical laws that describe the state and dipsaof
and speed, where the3 operator (gradient), ang and the object. In particular, this applies to spadghfl and

F - potential function speeds and voltages, respag exploration. If we want to get to the other spaoeet

L : T field, we need to learn how to change the vibratibthe
satisfying the Laplace equation for the harmoniecfion . .
. : . vehicles and sustainably support the new state.
¢ and the biharmonic equation for the functtan

Fig. 3. The analogy between the aeroelastic and electric
phenomena: a) stretching the plate with a hole; ¢&)n-
ductive plate with a hole; c) the cylinder, blownfiow
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The law of vibration recorded mathematical equastart to consider the impact of natural systems thed

tions used to describe this picture of the WorlaVjPIn
particular, one of the world's species are tengoatons
of Einstein's law [15]:

Tik = -0xGy, 2

where: T, - energy-momentum tensor of matter;

cycles.

1.6 Sixth Law- causes and consequences

Everything in the world is the law of cause and ef-
fect, i.e., everything happens for a reason. Famngle,
85% of aircraft accidents occur from the destructaf
compounds in the area. In this case, the reasonri¢&o

_poor performance of the compounds in the asserably,

G - the Einstein tensor, which reflects the metrigonsequence - early failure during operation, tability

and the curvature of space.

to sustain service life. One consequence of thisisathe

From this law we can obtain equations of continuumeed to act on a reason to avoid the investigatether

mechanics, are widely used in the calculation afraft.

1.4 Fourth Law of dialectic and oppositions
The law of unity and struggle of opposites, onliae
sis of dialectical, allows us to understand hovathieve

than parrying permanent adverse effects. This regua
system synthesizing synergy approach.

1.7 Seventh law - design and creativity
Act of design and creativity associated with the

harmony by overcoming the conflict demands. At thégolden section" and Fibonacci numbers, which aa@im

level of the law introduced the concept of thregama
bond or forces of the world: the power of activitgjas),

fested-in a variety of tasks and related to theitpar of

. . B_a . .
the power of passive (Tamas), as well as the pafier the interval into unequal partsa-:z\ in the following

harmonization (sattva), which for some reason ispme-
sent in our Este-governmental science, and in mbestt-
ern philosophies. In natural sciences, the law knas
Newton's third law: action equals reaction. Takintp

account our amendments, action equals reaction only

when sufficient neutralizing, harmonizing force t{ga).

As for the philosophical laws: unity and struggfeoppo-

sites, the transition from quantitative to quaiitatchang-
es, the law of the negation, then they also neerwa
understanding, a new perception that takes intowatc
all the same harmonizing effect on the nature dfedtteof

which is necessary to think seriously, at leasierms of
testing and staging of the plan.

The principle of opposites in aviation is relatedp-
timization problems, such as the definition of fuimcal
minimum takeoff weight of the aircraft, depending the
geometric parameters of the glider, as well asnupé-
tion of finding a minimum weight of structural elents,
depending on the geometric parameters of the midra
the external load, and fatigue life.

1.5 Fifth Law - the cycles and rhythms

This law determines the nature of cyclical pattams
nature, subject to periodic changes that have greailbds
of change (rate) within large (cycles). Thus, thecified
lifetime of the aircraft is usually associated wihre-
source, which is about 20 ... 30 years for a pagseor
transport aircraft. This cycle will be the smallestitary
aircraft, such as fighters, as well as an easynigcle: the
life of two - four years.

Rhythm of using aircraft, in particular, it is pdde
to determine the annual bloom. Each aircraft ra®n
border, use their rhythm, but if the plaque is mtiran
4000 hours per year, it will mean the continued afsthe
aircraft for more than 10 hours each day. In ortter
properly dispose of the objects of aviation equiptngou
need not only the knowledge of the service liferatteri-
als, components and assemblies, and the aircsalt, ibut
also the correlation of external natural cycleshwie
cycles of operation. Otherwise, it may lead to wassary
accidents and disasters that could have been al/dide

proportion (Fig. 7).

D618 ,

[
Y

A

Fig. 7. Splitting lengths in the ratio of the golden sewati

As shown by research, the structures of living sys-
tems are best described pentagonal symmetry, vérieh
tered the golden section and the specified number.

Act of design and creativity aimed at balancing and
harmonizing inert (Yin) and active (yang) energiéshe
male and female implementations. From a scienpidint
of view, we are talking about right-handed and -left
handed symmetry vortex tubes and processes in these
fields of force. Mathematically this law is suppattby a
group of equations such as the equation of Schgédin
type. As shown in works [9 - 11] of the author Sihing-
er equation type are derived from the joint exatmaof
the dynamics equations of a continuous medium, (éhg.
Euler equations) and the continuity equation ferdensi-
ty of the medium. Given that this satisfies therepy of
laws affecting information processes, we can no&t in
the seventh law provides the possibility of mathiraa
tion process of design and creativity, resultingnirthe
analysis of the solutions of these equations, irsegian-
tum mechanics and nuclear physics

2. THE SPACE OF DESIGN

The space design - it is a physical volume within
which the process of creativity and design. Theaioé
considering the design space is not new, but inescases
is more related to matters of purely computer-aided
sign. For example, a conceptual diagram of the aukth
ogy of top-down design provides for multi-tier
management structure comprising a tree structureddf
vidual blocks, the model space allocation, modestara
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geometry of the assembly, interface, interfaces,kihe-
matics of the various elements of the product, al as
the creation of a virtual layout of the designeddurcts,
allowing to formulate the conceptual framework desd
product. The space design in this case belondsetadte-
gory of virtual and exists in the information fietd the
computer system.

The question is how to build a true real spacetand

realize, to besiege the idea of designing an object
only from a purely technical point - this is anussthat
we are presenting to the study. This is importartamly
for the aircraft designer, but also for the desigradtage,
gardens, designer recreation and creativity, a$ agein
shaping the comfort of their own apartment.

The place that you choose a designer-designerigor

work, in this case, must meet certain requiremeunts
have a special structure Fig. 8; Fig. 9. It is knafnom

the popular modern methods of distribution of egerg

metering parameters of distribution space in thecess
of design and construction of buildings, structunesst
be, first of all, take into account the directiof light.
Most of Earth's sacred buildings constructed wlith &c-
count of this principle. At the same time, awarsnafsthe
principles of creation, design and constructionnefv
facilities, largely lost, and mostly draws attentito the
external criteria for the implementation and usejoor
comfort of the consumer, as well as an acceptgipear-
ance of the design object

Without deep study design factors that must also %
taken into account. The author spent a quite lond a

painstaking research to offer a special divisiorspéce
design in the form of the Tree of Life scheme. H are
talking about a system that is arranged on theasarbf
the Earth, every space was originally to be ori¢rteng
the axis of the magnetic compass on "North - Soatitf
even then divided into two parts through the "Béalstst".

This separation may take place, such as maps of t

city, settlements. If the dis-regarded three-dinmra
picture, then the direction of the north will beredited
upwards.

Fig. 8 shows a diagram of the main part of the Tr

of Life and the ten spheres of the world, formihg four
levels of existence: 1) the idea of the designgajization
of ideas (thinking process); 3) radiation (inclugliemo-
tions and feelings); 4) action (implementation)g.Fb
shows the division of the data fields in the sukels.

Fig. 8. Scheme of ten spheres of the world of design
space

R
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Fig. 9. Scheme of division of space design:
a) top view, spatial volume as merkaba,;
b) the division of one of the seven-layer modeélsv

The three higher realms (1, 2 and 3) - make up the
upper level, the world of ideas, Plan Design: Crdd)
Wisdom (2) and understanding (3). Further therelaee
areas of the world thinking process: Scope of Mdwy
Scope of Severity (5) The scope of Radiance (&),then
- three areas of the World Radiation: Industry eeng)
Scope of Logic, Reason (8) and the world of Ingjmr
Ground ( 9). Last - is the world of action, segusphere
(10) (Figure 8).

Center for the construction of a sphere 6 Shine,
Splendour - is the main place where the designsrttia
stay permanently or long enough to be in the poads
creativity. The whole space of the Earth is dividetb
enormous power cubes that make up the cells gbaoke
er of space and forming the so-called geopathiegam
the Earth's surface and it is adjacent to the saréd the
lume.

Each of these zones has its own characteristics. In
particular, the spiritual - it is the first arebgtCrown (1),
and the most mundane - the physical world, ourrahtu
kingdom (10). Applying the fourth basic law of dgsj in
particular the principle of the dialectic of uniéyd strug-
gle of opposites, we share the design space of gdwdre
n the top (B), and a lower (H) of the separatell, \d&@-
ﬁragm, and which are further divided each inte¢hand
the sum - into seven pieces that fill the energidé (and
the elements of the design). The principle of thadf

ewhich introduces an element of harmonization (tgfou
the principle of sattva) is said membrane, avetamend-

ary of the zone. Thus, in addition to the vertidalision
of the Tree of Life in the four areas (Fig. 8), digided
each of the 10 zones of the space design on thebtip
tom, and 7 sub-levels (Fig. 9b).

In turn, each of these sublevels concentrates airyst
line energy of five types of natural energies, exlEle-
ments (Fig. 10): Land (2 first-crystal cube), watffirst-
crystal icosahedron), fire (1 first-crystal tetrdhan), the
air (3 first-crystal octahedron), ether (5 firsystal do-
decahedron), because in the space design in teegzrof
design may appear resonators and amplifiers special

properties of these five elements.
@;
a WL g

Fig. 10.Main crystal basic elements

Y,

N7
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Another idea of integrated structures, using thedé
analogies living natural systems, this design maoriine
transformation of the airplane wings, like livingsgems:
birds, fish (Fig. 13). [18] University of Pennsyhia
showed the first results of their research, in Wwhihe
wings of the aircraft change shape as the wings lnifd,
and shut scales like a fish. Wings that can smgothl
change its shape in a wide range of interest fonroer-
cial aircraft, fighter aircraft and unmanned recaissance
vehicles (UAVs). Morphing wings, developed at thei-U
versity of Pennsylvania, and can change their aaed,
the cross-sectional shape. The basis of these wings
changeable cell or cell power structure, servingbases
Fig. 11.Earth as a giant icosahedron-dodecahedron crys2nd ligaments” and segmented scaly "skin”. Polygona
tal [16] cell frgme disposed along _the upper and Iovyer sadaf

the wing can be folded differently by bending, thibe
wings up and down. If they transform the conceng t
changing span.

Any object contains elements of the crystal stngtu
even such as the giant planet (Fig. 11).

In particular, the planet Earth itself is an icosddon,
dodecahedron crystal, held a more than two-billianto-
lutionary growth of the fire tetrahedron to icosdimn
and dodecahedron is now passing to the structuwé. B
technical and complex objects, such as modernadircr
integrated circuit (Fig. 12), which also contaircertain
power grid, that can be calculated using the pagter
shown here.

CONCLUSION

As a result of the study, consider the use of nem+ c
cepts in the process of designing a pro-aviatichrielo-
gy is to use earlier in this area is not applieel seven

In particular, the tests of the model "EC-1" in thd@Ws of the new type. These laws are universalaitune
wind tunnel TSAGI WT-106 showed a high aerodynami@nd may also be useful in other areas of creandnceea-
efficiency of the model and the prospect of coritigu tivity, from the creation of technical devices tes@gn the

work on the development of technical proposalsraftc f@mily and society. In addition, the scheme hasige-
integrated circuit [17]. posed for the structuring of the Tree of Life agament

implementing the idea and concept design phases fro
idea before its physical implementation. Also aafglié as
space allocation planning, taking into account feénetor

of the energy distribution. Explore the possibildf the
application of the laws of the world of data foe ttiesign

of specific aeronautical products will significantim-
prove the physical side of understanding not ohéy de-
sign, but also the manufacture and operation afrerti-
cal products.
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